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Abstract
The knowledge of the spectral sensitivity of a colour cam-

era is an essential requirement to calibrate cameras for a va-
riety of illuminants and to parameterise colour constancy algo-
rithms. The presented method estimates the spectral sensitivity
by measuring an optimal set of known spectral stimuli. These are
spectrally broadband colour samples generated by illumination
of Roscolux transmissive filters of which there is a large number
available. However, as a smaller set reduces measurement time
in a practical setup, we show an approach to select a reduced set
of optimal filters by evaluating Lagrange multipliers. We demon-
strate practical results using this optimal set in an experimen-
tal setup to determine the spectral system sensitivity of a digital
colour camera. The advantage of this new setup compared to
existing approaches using test charts is its optical geometry us-
ing transmissive filters that allow precise measurements. A re-
sult of superior quality is achieved by additional optimisations
of the measurement conditions. The quality of the measurements
is judged by the prediction error using the estimated sensitivity
curves for an independent set of colour samples.

Introduction
In order to calculate colour correction transformations to

calibrate colour cameras for a variety of illuminants or to test
and parameterise colour constancy algorithms, it is useful to take
a model-based approach. This allows the usage of spectral power
distributions of standard as well as measured illuminants. It
also allows the usage of spectral reflectance curves of standard
test charts (e. g. Macbeth ColorChecker) as well as measured
application-specific objects (e. g. skin or tissue samples). This
calibration procedure requires the knowledge of the spectral sen-
sitivity of the camera. This information is often not available or
is given only in a limited wavelength range by the sensor manu-
facturer.

Mainly, there exist two methods for the spectral cam-
era characterisation. The classical and direct way is to use
monochromatic light and take the camera response as a mea-
sure of the spectral sensitivity of each channel at this particular
wavelength. The disadvantage of this method is that it requires
expensive equipment and high effort in the optical adjustment.
Furthermore, monochromatic light is not the typical stimulus for
the camera in most applications. Taking this into account, we fol-
low the other way and use spectrally broadband colour samples
to estimate the spectral sensitivity of each channel by its response
to the set of samples. Our aim is to develop a precise and quick
measuring setup and procedure which are easy to use.

The part of the camera which shall be characterised consists
of a CCD image sensor and an analogue front-end including the
analogue-to-digital converter at the end of the analogue signal
processing chain. The spectral estimation method is based di-
rectly on the digitized sensor raw data. Therefore, the correction
of a non-linearity caused by signal processing in the camera (see
e. g. [1],[2],[3]) is not necessary in our case.

The following is a brief description of the symbols used in
this paper and some fundamental equations. The characterisation
requires a model of the camera. In this paper, the spectral sen-
sitivity of the k-th channel of a colour camera is called sk (RGB
sensors have K = 3 channels). The camera response rk of each
channel can be expressed by the linear model

rk = tinteg ·
∫

sk(λ )S(λ )β (λ )d(λ ) (1)

as the wavelength integral of the product of the spectral transmit-
tance of a colour filter β (λ ) and the spectral energy distribution
of the light source S(λ ) weighted by sk(λ ). The integration time
tinteg is only used as a unit-less factor. For the present, this model
is sufficient for integrating image sensors.

Using discrete wavelength samples for the numerical calcu-
lations the integral becomes a sum and the spectral functions be-
come vectors or matrices. In our calculations, we use the wave-
length range from 380nm to 750nm with 10nm intervals. This
results in N = 38 wavelength samples. Equation (1) becomes in
algebraic notation

rk = tinteg · sT
k ·S ·β (2)

where sk is a column vector containing discrete samples of sk(λ ),
S is a diagonal matrix containing S(λ ), and β is a column
vector containing β (λ ). A row vector rk containing the cam-
era channel responses to all M colour samples can be calcu-
lated in the same way by replacing β with the M×N-matrix
B =

[
β 1 · · · β M

]
. The camera response of all K channels

to a colour sample is a column vector r j calculated by using the
complete N×K camera sensitivity matrix s. We call the product
of S and B the colour sample matrix C = S ·B. This results in

R = tinteg · sT ·C (3)

defining the K×M camera response matrix R. The straightfor-
ward approach to determine the spectral sensor sensitivity would
be to calculate the product of the camera response matrix and
the pseudo-inverse of the colour sample matrix. An alternative
approach is to use optimisation algorithms like quadratic pro-
gramming and to define some constraints. The advantage is its
flexibility in easily changing the constraints or adding new ones.
For a practical setup using this method, the set of colour filters
should be as small as possible to reduce measurement time. To
determine such a small set of optimal colour samples, we sug-
gest an approach for the filter selection based on the Lagrange
multipliers, which are an additional output of the used quadratic
programming algorithm.

Methodology
There are several methods needed to find the optimal colour

samples for the experimental setup, to estimate the camera sen-
sitivity from the measurement data and to evaluate the quality of
the estimation. The section starts with the sensitivity estimation
method on which everything else is based.



Sensitivity estimation
Several indirect methods for the spectral characterisation

have already been described in the literature. Some are based
on matrix inversion (e. g. [2],[4],[5]), for example, by using sin-
gular value decomposition and deletion of the smallest singu-
lar values to reduce the noise influence on the result. Another
way is to use linear or quadratic programming with the advan-
tage of easily adding constraints using a-priori knowledge (e. g.
[2],[6],[7],[9]). Although there are many suggested constraints,
e.g. absolute or relative error, smoothness, uni-modality or posi-
tivity, we limited their number to two essential ones, the absolute
error and the smoothness, and a minor one, the minimisation of
the curve’s end points, in order not to limit the solution too much.
The absolute error is given by

d2
j =

(
rk j− sT

k ·C j

)2 ∀ j (4)

and the smoothness of the sensitivity functions is defined by the
discrete second order derivative at each wavelength sample point
corresponding to
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∀2≤ i≤ N−1 (5)

The third constraint minimises the sensitivity curve’s end points,
in this case the wavelength samples at 380nm and at 750nm.
Additional factors allow the weighting of these criteria. These
factors have to be determined empirically. The quadratic error
valuation in the objective function considers all d j and Di in a
well-balanced way. This seems to be an important advantage
compared to the approach using linear programming ([2]). A
separate evaluation of mean and maximum error is not necessary
in quadratic optimisation.

The usage of basis functions ([7]) or uni-modality ([6])
would restrict the solution to much and thus would lead to too
big differences. Because we do not only characterise the image
sensor spectrally but the whole image capture system consist-
ing of the colour image sensor, an infrared cut-off filter and an
analogue front-end, negative parts in the spectral sensitivity can
occur due to, for example, channel cross-talk or analogue filter
circuits. Therefore, we do not use the positivity constraint. The
author of [6] suggests the minimisation of the relative error of
each colour sample given by

d2
j =

(
sT
k ·

C j

rk, j
−1

)2

∀ j (6)

but the described advantages concerning the reduction of the
chromaticity error could not be confirmed by us. On the con-
trary, this approach leads to a higher uncertainty in the estimation
result. This is caused by the stronger influence of the worse con-
ditioned colour samples generating lower signal to noise ratios
(SNR).

Error measures
To evaluate the quality of the resulting estimated spectral

sensitivity curves, it is necessary to use error measures. The
aim is to use the characterisation results to predict the camera re-
sponse to an arbitrary set of colour samples to determine colour
space mappings regarding chromatic adaptation to a variety of
illuminants, or to test and parameterise colour constancy algo-
rithms. Thus, we propose two error measures to evaluate the
quality. The first one is the Euclidean distance of the real and the

predicted camera response vectors in relation to the Euclidean
length of the illumination response vector. This is formulated by

eRGB, j =

√(
r j− sT ·C j

)T ·(r j− sT ·C j
)

√
rT

re f · rre f

(7)

where index re f refers to the camera response generated by
the illumination without a filter (reference). The second error
measure is the corresponding geometrical distance in the rg-
chromaticity space given by

erg, j =

√√√√( rR, j

∑r j
− sT

R ·C j

∑ sT ·C j

)2

+

(
rG, j

∑r j
− sT

G ·C j

∑ sT ·C j

)2

(8)

where indices R and G indicate the red and green sensor chan-
nel. Both errors are defined in the sensors RGB color space and
evaluate the quality of the complete camera sensitivity estimation
whereas the characterisation procedure estimates each channel
separately. These errors are meaningful here because they apply
to the input values for parameterising chromatic adaptation and
colour constancy algorithms. This quality evaluation has to be
done using a set of colour samples which is completely different
from the optimal set of measuring samples.

Optimal colour samples
In the approach described here, a result of superior quality

is achieved by optimising the measurement conditions (see ex-
perimental results) and by determining an optimal set of colour
samples. For a practical setup, others (e. g. [2],[11]) have sug-
gested the use of Roscolux filters made by rosco, of which there
is a large number (more than two hundred) available. However,
as a smaller set of filters reduces measurement time, we suggest
using the Lagrange multipliers, which are an addtional output
of the quadratic programming algorithm, to choose the most apt
filters for the setup.

The quadratic programming algorithm which is used here is
part of the MATLAB Optimization Toolbox. Such an algorithm
delivers a set of Lagrange multipliers, one for each constraint, in
addition to the solution vector. Like in multi-dimensional func-
tion analysis under constraints, the Lagrange multipliers are a
measure of influence to the found solution. We suggest using the
filters whose corresponding Lagrange multipliers have the high-
est absolute mean values.

In mathematical optimisation problems, Lagrange multipli-
ers are a method for dealing with constraints. The optimisation
algorithm delivers a vector of Lagrange multipliers, one for each
constraint. The constraints are given by the d j and Di. We used a
set of the mentioned Roscolux filters leading to 197 absolute er-
ror constraints plus N−2 = 36 smoothness constraints. The La-
grange multipliers, each corresponding to one of the 197 colour
samples, might be used as quality factors for these samples in the
estimation procedure. A simulation environment has to be built
for this method of filter selection. Therefore, an optimal set con-
sisting of 60 filters is determined in a simulation using a camera
noise model allowing for dark and photon noise and photo re-
sponse non-uniformity (see next section).

Simulation results
Before doing the experiments, a simulation environment has

to be built to test the estimation method by modelling the real
camera and to find optimal colour samples for the practical setup.



Camera model
In the experiments the camera Kappa DXc100 is used with

Jenoptik lenses of type Lametar 2.8/25. The camera is build
around a CCD image sensor KAI-1020CM made by Kodak. An
optical filter of type SCHOTT BG40 with 1mm thickness is
mounted in front of the sensor to cut off the NIR spectral part.
The resulting spectral camera model is given by

ssim = fLam · fBG40 · sKAI (9)

where fLam and fBG40 are diagonal matrices containing the mea-
sured transmission of the lenses and the transmission of the
SCHOTT filter (extracted from the SCHOTT data base). The
spectral sensitivity sKAI of the colour image sensor is taken from
the Kodak data sheet. The systems spectral sensitivity ssim used
in the simulation will be compared with the experimental results.
For this first test of the setup, the KAI-1020CM is well-suited be-
cause Kodak delivers precise information about its typical spec-
tral sensitivity. This is not the case with many other sensors and
most complete cameras.

Ideal camera responses are calculated according to the
model using ssim with equation (3). To adapt the model as good
as possible to the real world, the calculation of camera responses
is based on a wider spectral range from 380nm to 1000nm with
10nm intervals. The estimation method will be used in the
smaller range up to 750nm as mentioned in the introduction.

In addition to this spectral model, we use a noise model
allowing for dark noise, photon noise and photo response non-
uniformity (PRNU). The specific standard deviations σ of the
different noise sources are shown in table 1. In this case, S is the

Table 1: Noise sources in camera model
Dark noise σdark = 40e−
Photon noise σphot =

√
S

PRNU σPRNU = 0.02 ·S

sensor signal value in units of electrons (e−). The noise is added
by extending equation (3) to

R = tinteg · sT ·C+ξ (10)

with the additive noise term ξ . The added noise term considers
the mentioned noise sources, a maximum sensor output signal
of 80 per cent of the sensors full well (FW) capacity (SFW ≈
40,000e−) and the formation of mean values over an array of
25× 25 pixels to approximate the real measurement conditions
(for further details on noise modelling see e. g. [10]).
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Figure 1. Spectral system sensitivity: simulation input and estimated

Figure 1 shows the spectral system sensitivity ssim (dashed)
as the simulation input in comparison to the estimation (solid)

which is based on the simulated camera responses according to
the camera model described above. The estimated sensitivity
curves shown in the figure are a typical result of a simulation
pass. This result varies from one pass to another because of the
random noise which is generated in each pass. The algorithm it-
self delivers exactly one result for each distinct set of input data
values.

Optimal colour samples
The simulation environment can be used to test the estima-

tion method like it is described in the previous section and the
output of the optimisation algorithm can be evaluated to deter-
mine an optimal filter set. In the methodology section, we de-
scribe how the Lagrange multipliers may be used for this eval-
uation. We suggest using the colour samples, or corresponding
filters, whose constraints deliver the highest corresponding La-
grange multipliers.

This evaluation depends on the particular noise in each sim-
ulation pass. Therefore, the choice is made on a statistical evalu-
ation of a high number of passes P (e. g. P = 1000). We suggest
choosing the colour samples whose Lagrange multipliers have
the highest absolute mean value over all passes. Because we es-
timate the spectral sensitivity of each camera channel separately
we have to combine this information of all three camera chan-
nels. This leads to the combined quality factor

L j =

√√√√ 3

∑
k=1

(
1
P
·

P

∑
p=1

Lk, j,p

)2

(11)

for each colour sample j. The Lk, j,p are the Lagrange multipliers
L for each channel k, each colour sample j and each simulation
pass p. This procedure delivers a reproducible set of optimal
filters generating the colour sample matrix.

However, it has to be kept in mind that this selection de-
pends on the weighting of the optimisation constraints. In gen-
eral, the higher the smoothness weighting is the higher are the L j
and the selection changes a little.

Experimental Results

Figure 2. measurement setup

The experimental setup consists of a tungsten-halogen light
source and some additional optical filters to modify its spectral
characteristic so that it is nearly constant over the visible spec-
trum. The optimised set consists of sixty colour filters which are
mounted on an automatically positionable filter wheel. In order
to enable the spectral measurement to be performed simultane-
ously with acquiring the camera response, a beam splitter is po-
sitioned in the light path. The spectral measurement is done with
a compact calibrated fiber-coupled spectrometer (Ocean-Optics
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Figure 3. Experimental results for Kappa DXc100: (a) non-linearity, (b) estimated spectral sensitivity in comparison to data sheets, optimal set: (c) normalised

RGB vector difference, (d) distance in rg-chromaticity space, verification set: (e) normalised RGB vector difference, (f) distance in rg-chromaticity space

USB2000). All these components are spectrally characterised to
ensure correct measurements. There are exclusively transmissive
optical components used and the setup is organised such that all
measurements with the spectrometer as well as the camera are
done under a small aperture angle. The camera response is de-
termined from a small area of interest covering 50×50 pixel in
the center part of the image sensor (25× 25 RGB Bayer macro
pixel). This setup geometry has the advantage of avoiding shad-
ing effects such that no spatial corrections are needed. This is a
main advantage in comparison to all setups using test charts with
spatially distributed colour samples (see e. g. [4],[9]) and, there-

fore, allows superior quality in the sensitivity estimation. The
setup is shown in figure 2.

The real measurements show that there is a slight non-
linearity in the camera response (see fig. 3 (a)). As this would
lead to errors in the sensitivity estimation the model in equation
(2) has to be extended by a non-linearity function F to

rk = F (νk) = F
(

tinteg · sT
k ·S ·β

)
(12)

We determine F by varying the integration time at constant illu-
mination ([11]) and approximate it by a 7th order polynom. The
fitting of the non-linearity has to be very precise and it is, in our



case, not possible to use just a power-law form ([1]). Therefore,
this quick measurement procedure is done separately. The lin-
ear camera responses ν are the input to the described spectral
sensitivity estimation method.

A further improvement in the measurement conditions is the
adjustment of the integration time in such a way that the maxi-
mum channel response for each colour sample equals approxi-
mately eighty per cent of the sensor’s full well capacity. The ad-
justment of the integration time optimises the SNR of the camera
responses. After correcting the slight non-linearity in the cam-
era response, the values are normalised to the integration time at
reference illumination and used for the estimation procedure.

We tested the setup and method on two cameras, the Kappa
DXc100 equipped with a Kodak KAI-1020CM sensor and the
Kappa DX40 with a Sony ICX285AQ sensor. Both are inter-
line transfer progressive scan CCD sensors with an RGB Bayer
colour filter array. The estimated spectral system sensitivity of
a Kappa DXc100 camera is shown in figure 3 (b) (in compari-
son to the data sheet values allowing for the used infrared cut-off
filter and the Jenoptik lenses). There are essential differences
in the sensitivity functions of both cameras, above all in the red
channel, but the method works in both cases in the same man-
ner. Therefore, only the results for the DXc100 are shown in this
article.

Both error measures mentioned deliver an average error of
approximately three per mill for both cameras when tested with
the estimated sensitivity and the optimal set of colour samples
(see fig. 3 (c) and (d) for the DXc100 results). In comparison, the
calculation using the data sheet values (see simulation) delivers
an average prediction error of more than one per cent.

A more representative quality check is delivered by an in-
dependent set of colour samples which are not used for the es-
timation procedure. This set is arbitrarily chosen from the rest
of the 197 Roscolux filters. The comparison of the real camera
responses to the calculated ones using the estimated sensitivity
curves shows in both error measures an average error of less than
five per mill for the measured Kappa DXc100 and the indepen-
dent verification set (see fig. 3 (e) and (f)). The average predic-
tion errors using data sheet values are, in this case, also higher
than one per cent. Hence, we have proved that our estimation
method delivers even better results than the typical data sheet
values which qualifies our method. And, as most manufacturers
do not publish the sensor’s spectral sensitivity in this detail and
quality this method may prove a valuable tool to measure it.

Discussion
This study investigated a new method and setup for the

spectral characterisation of colour cameras. The used estima-
tion method was explained and a new approach for the selection
of optimal colour samples for a practical setup was described.
This reduced set of specifically chosen colour samples leads to
shortened measurement times enabling the method for a practical
setup. The setup is designed in a transmissive optical geometry
using only a small aperture angle. This allows precise measure-
ments without the need for spatial corrections. The measurement
results are additionally optimised by integration time adjustment
to maximize the SNR.

The experimental results show that the proposed method de-
livers superior results in the spectral sensitivity estimation. These
results are only possible by correcting the slight non-linearity of
the camera response using a 7th order polynom. The polynom
fitting is based on camera responses acquired in an integration
time series at constant illumination. The quality of the estima-

tion results was judged by two error measures defined in the sen-
sor’s RGB colour space. Here, these are prefered to ∆E evalu-
ation because the estimated spectral sensitivity shall be judged
and not the transformation to an independent colour space. The
error measures compare the real camera responses with the pre-
dicted ones using the camera model with the estimated spectral
camera sensitivity. A verification set of colour samples which
were not part of the estimation procedure was used for the qual-
ity judgement. The prediction of camera responses based on the
estimated camera sensitivity shows an average error of less than
five per mill. This result qualifies the method and setup to mea-
sure spectral camera sensitivities for the usage in model-based
camera calibration procedures.
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