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Abstract
Segment Cluster Tracking is a new approach of motion
analysis in the class of mapping methods/algorithms. It
solves the correspondence problem by matching image re-
gions, resp. features of image regions.

The image regions are created by combining color seg-
ments - the result of a color segmentation- to segment clus-
ters. The tracking task is to find best correspondences be-
tween clusters of segments in consecutive frames of a se-
quence.

Segment Cluster Tracking has better computation time
in comparison to the prior approach of so called n:m-
Matching [Reh98] and in addition the possibility of using
backward information. This leads to an increasing track-
ing quality and robustness [Ros03].

1. Introduction

One of the most important problems in image sequence
analysis is motion estimation. Example applications in-
volving motion estimation are vehicle guidance, driving
assistance, or traffic monitoring.

1.1. Previous works

Most researchers use methods of motion tracking based on
any kind of difference between successive images.

Ellis and Xu [EX01] partition frames into foreground
and background depending on changes in successive im-
ages. As images captured by a moving camera are com-
pletely in change this approach fails in that case.

Stauffer and Grimson [SG98] describe a tracking al-
gorithm which separates foreground - the moving objects
- from background. For this purpose the pixel values are
modeled as a mixture of Gaussians. Pixel values that do
not fit the background distributions are considered fore-
ground until there is a Gaussian that includes them with
sufficient, consistent evidence supporting it.

All these approaches are limited on sequences with a
non-moving and almost static background. They will fail

on sequences captured by a moving camera.
Another group of motion estimation techniques is

based on tracking image features over a sequence of im-
ages, e.g. points with prominent features or edges. How-
ever, the density of tracked points or edges is often not
sufficient for motion-based segmentation without scene
knowledge.

Heisele, Kreßel and Ritter [HKR97] present an ap-
proach based on pixel classification. The first image is
initial clustered by a k-means algorithm with both pixels
color and location as features. The cluster centers are each
projected in the next frame for detecting membership of
each pixel to a certain cluster center. Now each cluster
center is updated with the new pixels features. The tem-
poral movement of the location of cluster centers gives the
motion trajectory. This approach can not handle sequences
with rapidly moving objects.

1.2. Our approach

Detection of moving objects is a key function in a driv-
ing assistance system. If object detection is based on mo-
tion segmentation, the first essential step is tracking object
parts or object features. Basically there are two differ-
ent problems to be addressed in feature tracking: Which
image features can be tracked successfully (high quality
and high performance) and how well do these features
describe the objects being tracked. We have shown in
[Reh98], that colored regions, determined by color seg-
mentation [RP98], yield very promising results in detect-
ing and tracking moving vehicles on highway sequences
captured by a non-stationary camera in a moving car.
There are two main advantages to this method: good ob-
ject descriptions achieved by color segments1, and early
reduction of data in the segmentation step, which speeds
up the tracking process. So the task of motion segmen-
tation is simplified to grouping a few hundred color seg-
ments instead of thousands of pixels.

1A segment is a connected set of pixels, which are pairwise similar in
color.
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Furthermore there is no need on any scene assump-
tion as static camera, slow motion, rigid objects, or smooth
motion vector fields.

A segmentation of natural, moving objects leads to dif-
fering results from frame to frame – so the simple idea of
tracking single segments fails. We introduced so called
n:m–Matching [Reh98] for solving the correspondence
problem. This deals with sets of segments (segment clus-
ters) instead of single segments; so compositions and de-
compositions of color segments are considered (see fig. 2):

An improvement of the n:m–Matching is Segment
Cluster Tracking, which uses information about previous
matches in the current match. The main idea is based on
the assumption and practical justification, that there is a
higher probability that those segment clusters of frame
Ft−1 (at time t − 1), which were already tracked in the
past (t − 2), will get a match partner in the current frame
Ft, than any other, arbitrarily generated segment clusters.
Hence those segment clusters were processed at first; in
general most of segment clusters get a match partner here.
The remaining segments - in general a very small set -
were processed in the following, which is combining to
clusters and finding each a match partner.

Although the complexity class (theoretical worst case)
of Segment Cluster Tracking is the same as in n:m–
Matching, namely O(2ν · 2ν) with ν the number of seg-
ments in one frame, the work in practice is distinctly re-
duced.

Section 2 describes the basic concepts of Segment
Cluster Tracking, section 3 explains its algorithm, and sec-
tion 4 presents its evaluation.

2. The Method

2.1. Fundamentals

The initial step of region based motion estimation algo-
rithms is to partition images into regions. For this purpose
a a non-linear filter (SNN - Symmetric Nearest Neighbor,
[PH86]) and a color segmentation (CSC - Color Structure
Code, [RP98]) is used. But no segmentation algorithm
can prevent changes of the segmentation result of real ob-
jects (e.g. cars) over time. So objects may consist of a
different number of segments with instable shape and size
in consecutive frames. So a simple approach of detecting
correspondences of single segments in one frame to single
segments in the consecutive frame will fail (see 5).

So the way is to find best correspondences between
sets of segments in consecutive frames of a sequence. But
it is an exponential complexity (O(2ν), with ν the num-
ber of segments), to create all possible sets of segments
(power set of the set of segments), which can not be cal-
culated in real-time.

2.2. The n:m–Matching

One way to handle the complexity is the so called n:m-
Matching2 [Reh98], which uses two effective concepts for
reducing the work:

1. Find clear matches first: Before creating any seg-
ment clusters try to find a clear matching partner
with a very high match quality for each single seg-
ment (1:1–Matching). After that step segments with
no clearly matching partner remain for clustering.

2. Create only homogenous, connected sets of seg-
ments: Only those segment clusters are generated,
which are connected and whose involved segments
are similar in color3 to each other.

The task of n:m–Matching is finding the best correspond-
ing segment cluster for each segment cluster in the con-
secutive frame. In case of a conflict, i. e. different, non-
disjunct4 clusters have got a match partner, the correspon-
dence with the better match quality is chosen.

2.3. Segment Cluster Tracking

Segment Cluster Tracking is an improvement of the prior
approach called n:m-Matching. As in the n:n-Matching
only those sets of segments are regarded, which are con-
nected and whose segments are similar in color. These sets
are called segment clusters and are described as a feature
vector containing information about size, mean color, po-
sition, shape, and neighborhood relations to other segment
clusters.

Because of combining segments to clusters, a sin-
gle segment can belong to many different cluster, but of
course only one of these clusters will get a match partner;
most clusters are only temporary created and do not get a
match partner. So it is not necessary to create all possible
clusters for solving the correspondence problem.

Our new idea is based on the assumption and practi-
cal justification, that there is a higher probability that cer-
tain segment clusters of frame Ft−1 (at time t− 1), which
were already tracked in the past (t − 2), will get a corre-
spondence partner in the current frame Ft, than any other,
arbitrarily generated segment cluster. So at first only those
clusters of Ft−1 were regarded which already have a cor-
respondence partner in the past (t− 2) for finding a corre-
spondence partner in the following frame Ft. This leads
to a consecutive tracking. Following a search for partners
of not yet matched segments and new built clusters runs.

2Try to match sets of n segments in one frame with m segments in
an other frame, 1 ≤ n, m ≤ M , M ≈ 5.

3With a weaker similarity criterion as in the color segmentation
4Non–empty intersection of clusters (sets of segments).
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This approach speeds up the algorithm and does not
worsen the good tracking quality [Ros03].

For final detection of moving objects, motion vectors
are calculated out of the correspondence information and
then segments and clusters with similar motion are com-
bined to form a motion object.

3. The algorithm

As a result of processing the previous frames Ft−2 and
Ft−1 at time t − 1 there is a set of successfully matched
segment clusters Ct−1 and possibly a set of segments St−1

which have not got any match partner in the past. The
preprocessing of the current frame Ft provides a set of
segments St.

The first matching step of Segment Cluster Tracking is
to detect correspondences between clusters c ∈ Ct−1 and
segments s ∈ St with a very high quality. To avoid cre-
ating unused segment clusters in Ft the strategy of first
finding ’clear’ matches is used as in the n:m–Matching
mentioned above. So it is tried to find match partners for
existing clusters of /Framet − 1 in the set of single seg-
mentsSt instead of directly creating new segment clusters.

After this and after all following matching steps the
respective sets (after this step: Ct−1, St) are reduced as:

S′
t = St − {s ∈ St | s has no correspondence in Ft−1}.

Normally the set of segments St is reduced by 10-20%
after this matching phase.

The remaining segments of St (which is the set S′
t)

are then used to create the set of clusters Ct and the sec-
ond matching step between elements of Ct−1 and Ct fol-
lows. At this stage, most of the clusters in Ct−1 should be
tracked successfully. Note that only in one frame clusters
are computed in contrast to n:m-Matching which creates
clusters in two frames after its 1:1-Matching is finished.

Now the participating segments of the remaining clus-
ters in Ct−1 are added to the set St−1 of not backwards
matched segments

S′
t−1 = St−1 ∪ {s ∈ c | c ∈ Ct−1}.

The processing step of extracting participating segments
of clusters is called ’split’.

A third matching step detects clear matches (high
quality is required) between S′

t−1 and Ct. The remaining
segments of S′

t−1 are used to create a new set of clusters
C′

t−1
5 and a last matching step finds correspondences be-

tween C′
t−1 and Ct.

5Note the difference: clusters of Ct−1 have backward information,
clusters of C′

t−1 not.

Note that the sets Ct−1 and C′
t−1 are much more

smaller in comparison to the set of clusters Cn:m
t−1 in n:m–

Matching, Ct−1 + C′
t−1 ⊂ Cn:m

t−1 , which explains the better
computation time.

Figure 1 gives an overview of processing steps and in-
formation flow of the Segment Cluster Tracking algorithm.
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Figure 1: Algorithm of Segment Cluster Tracking
Processing steps and information flow at time t. The sets Ct−1

and St−1 are a result of prior time step.
red: set of matched segment clusters
blue: set of not matched segments
green: set of not matched segment clusters

4. Evaluation

4.1. Computation Time

The computation time was analyzed with 4 sequences of
about 300 frames of size 340 × 275 (RGB). The average
time of preprocessing each frame was about 80 ms (filter
15 ms, segmentation 55 ms, feature extraction 10 ms)6.

Table 1 shows the comparison of the average computa-
tion time for n:m–Matching and Segment Cluster Track-
ing, its maximum time, and its standard deviation. The
Segment Cluster Tracking shows the better performance.
The average computation time is reduced of about the half
time in comparison to n:m–Matching. Also the variance
and the maximum values are significantly reduced. The
system is working with about 10 fps7.

4.2. Tracking Quality

The first two steps of Segment Cluster Tracking refer to
tracking of ’known’ clusters with information of previ-

6Common personal computer: Intel Pentium 4 with 2.4 GHz and
512 MB, SuSE Linux 8.2

7frames per second
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µ σ max.
n:m–Matching 18,6 ms 3,2 ms 23,4 ms
Segment Cluster Tracking 9,4 ms 1,6 ms 11,1 ms
n:m–Matching 20,3 ms 3,5 ms 44,7 ms
Segment Cluster Tracking 10,4 ms 2,6 ms 30,9 ms
n:m–Matching 19,0 ms 2,2 ms 24,7 ms
Segment Cluster Tracking 9,8 ms 1,1 ms 12,7 ms
n:m–Matching 18,7 ms 2,7 ms 20,6 ms
Segment Cluster Tracking 9,7 ms 1,4 ms 10,8 ms

Table 1: Comparison of computation times of n:m–Matching
and Segment Cluster Tracking (4 sequences, over 300 frames).
In each case average µ, standard deviation σ and maximum of
the computation time are given.

ous frames, e. g. a motion trajectory or a temporal trend
of size. This information can be used powerfully with cer-
tain constraints, e. g. a smoothness constraint for the tem-
poral gradient of the size: then the best match partner for
a cluster c ∈ Ct−1 is not necessarily that cluster c′ ∈ Ct

with the same size as c, but that cluster c′′ ∈ Ct, which
leads to a monotonic smooth size variation. Thus the task
changes from finding a cluster ci ∈ Ct similar to cluster
c ∈ Ct−1 to finding a cluster cj ∈ Ct similar to a predic-
tion p(c) of cluster c. Obviously this approach leads to a
better tracking quality.

For the purpose of evaluating this new tracking ap-
proach a certain quality measure [Ros03] was developed
with a tri–state hand segmentation as a ground truth. There
images were segmented manually in 3 regions: clear fore-
ground (object(s) to be tracked), clear background, and
undefined (e. g. unclear transitions). The quality q ∈ [0, 1]
is defined as

q =
t − e−
t + e+

with t is the true number of pixels,e+ and e− are the re-
spectively positive and negative errors of automatic object
tracking. The efficiency of this quality measure is shown
in [Ros03].

First experiments have shown an advancement of the
tracking quality of Segment Cluster Tracking in compari-
son to n:m–Matching.

5. Conclusion

Segment Cluster Tracking has both better computation
time and the possibility of using backward information
for improving the tracking quality in comparison to n:m–
Matching.

As there is no need on any scene assumption like static
camera, slow motion, rigid objects, or smooth motion vec-
tor fields, Segment Cluster Tracking is an universal, real-
time tracking method.
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Figure 2: Example of a segment cluster match
A part of car body falls in two consecutive frames at time t− 1 (left) in 2 segments and at time t (right)
in 5 segments. The frames are shown as original (top) and as region image (bottom), where segments of
corresponding clusters are visualized by a white border on a shaded background.
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