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Abstract 

In this paper we focus on the problem of image segmen-
tation by color clustering. We present a robust agglo-
merating clustering algorithm based on cluster validity 
criteria derived from fuzzy partitions. The result is a 
simplified segmentation having a small number of large 
regions. The interest of the proposed method is that it 
requires a single parameter and that the computational 
complexity is very low. 

1 Context 

Segmentation is a very important task which is difficult 
because it both depends on the image type and on the aim 
of the analysis.1-4 Clustering is a common step to get a 
segmentation. In the data space, clusters are regarded as 
regions of high density which are separated by regions of 
low density. 

Most popular clustering algorithms are suffering of 
two major drawbacks. First, the number of clusters is 
predefined, which makes them inadequate for batch pro-
cessing of huge image databases. Secondly, the clusters 
are represented by their centroid and built using an Eucli-
dean distance therefore inducing generally an hyperspher-
ic cluster shape, which makes them unable to capture the 
real structure of the data. This is especially true in the case 
of color clustering where clusters are arbitrarily shaped. 

The algorithm we propose belongs to the class of 
hierarchical agglomerative algorithms and is based on 
fuzzy estimators for isolation and compactness. Basically, 
it consists in starting with an initial clustering and 
iteratively merging clusters in larger ones at each step. 
The key idea is that merging is performed pairwise only if 
the isolation between two clusters is comparable with 
their compactness. Using a small initial number of 
clusters, the result of the segmentation is a simplified 
segmentation having a small number of large regions. 

2 Agglomerative Clustering 

2.1 Initialization 
The initial clusters are computed using the Fuzzy C-

Mean (FCM) algorithm1,5 well-known for its performances 
in terms of robustness to outliers and speed, but any other 
clustering technique can be used in this step as long as it 

produces a sufficiently large number of clusters with 
respect to the actual number.  

Let X = {x1, x2, … xn} be the set of vectors to be 
clustered and v1, ..., vc the centers of the classification, 
where c denotes the number of classes. 

The basic idea of the FCM clustering is to assign to 
each vector xk , k = 1 … n , a membership degree, uik, to each 
class Ci centred in vi. The algorithm minimizes a certain 
intra-class error by iteratively computing the membership 
degrees and the class centers. The clusters produced by 
this technique have generally an hyperspherical shape. 

2.2 Agglomeration is Necessary 
Since the shape of the real clusters is arbitrary and is 

not necessarilly hyperspherical, the classes given by the 
FCM clustering are no longer a valid representation. So, 
we represent each real cluster by a set of hyperspherical 
clusters (called sub-clusters in the following) given by the 
FCM clustering. The idea is that arbitrary shaped clusters 
can be approximated by a set of p hyperspheres covering 
the initial shape. 

Let C be an arbitrarily shaped cluster: 

pCCCC ∪∪∪= �21    (Eq. 1) 

The difficulty is to define a relevant method to merge 
the different hyperspherical sub-clusters to get a valid 
cluster. This is performed by defining and comparing the 
isolation the compactness of the different clusters. 

2.3 Definition of Isolation and Compactness 
A valid cluster has to be both compact and isolated 

from others valid clusters. This requires the definition of 
Isolation and Compactness of a cluster. 

The isolation estimator is computed from the fuzzy 
partition matrix U = [uik], 1 ≤ i ≤ c, 1 ≤ k ≤ n. Each 
column ui can be regarded as a fuzzy cluster. Let ui and uj 
be two fuzzy clusters. The fuzzy intersection and union of 
the two clusters are defined by: 

{ }),min(,),,min( 11,

,

jninjiji

ji

uuuuuuE �=∩=∩  (Eq. 2) 

{ }),max(,),,max( 11,

,

jninjiji

ji

uuuuuuE �=∩=∩   (Eq. 3) 

The intersection of two fuzzy sets is a measure of 
how much the two sets overlap and therefore can be used 
as an estimator for how isolated two clusters are with 
respect to each other.7 
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We introduce the following criterion for measuring 
the mutual isolation of two fuzzy clusters ui and uj: 
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For Sij close to 0, the clusters ui and uj are well 
isolated, while for Sij close to 1 the clusters are completely 
overlapping. 

As we mentioned earlier, we can define compactness 
in terms of isolation between building clusters. 

2.4 Merging Process 
The merging process is based on binary merging 

decision for each pair of clusters. 
For two clusters Ci, Cj, at any iteration t, we are 

comparing the mutual isolation Iij with the average 
compactness of the clusters: 
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As stated before, the merging decision is made only if 
the isolation is small with respect to the average 
compactness. 
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where is the only parameter that controls the clustering 
coarseness. 

At each iteration step, all possible merging are 
executed and the fuzzy partition matrix recomputed using 
a distance between a vector x and the cluster C given by 
(Eq. 8): 
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and where || . || is a distance function. When no more 
merging is allowed, the process stops. 

4 Results 

In our experiments we used the chrominance components 
of the La*b* space. The luminance was not taken into 
account in order to provide robustness to illumination 
changes. 

We first present a result on synthetic generated data, 
which is proving the ability of the algorithm to detect the 
correct number and shape of the clusters. 

In the following example (in the case of a two 
dimensional space), we can see that the algorithm gives a 
successful classification in two classes (fig 1-b) despite 

the non-spherical shape of the initial data (fig 1-a). The 
initial clustering uses 16 clusters. 

 

a: initial data    b: classification result 
Figure 1. Classification result on synthetic data 

 
The second result is obtaibed on natural images. The 

image segmentation was performed by color clustering in 
the a*b* space. We are therefore taking into account only 
pixels with luminance between a minimal and a maximal 
luminance threshold. 

Figures 2 gives some segmentation results on rather 
complex natural images. We can note that the method 
provides a good segmentation with a small number of 
relevant regions, even in the case of textured background. 

5 Conclusion 

In this paper, we proposed a non-parametric unsupervised 
clustering algorithm based on cluster validity criteria 
derived from fuzzy partitions. We presented application 
of the algorithm to color image. The result is a simplified 
segmentation which can be used in any problem where 
the required segmentation may be an approximate one.6 
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a: initial image    b: segmented image    a: initial image;        b: segmented image 

Figure 2. 
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