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Abstract 
Cultural heritage institutions such as libraries, museums and 

archives have been carrying out large scale digitisation projects 
during the last decade, and the question how to store digital 
master images in a cost effective way made the JPEG 2000 
standard (ISO/IEC 15444-1), especially the JP2 image file format 
(JPEG 2000 Part 1), popular in the library, museums, and 
archives community. Especially the lossy JP2 encoding of page 
image masters provides a good balance between file size reduction 
and preservation of the visible properties of a master image. Lossy 
JP2 encoding of digital images means that it is not possible to 
restore the original file at the bit level, even if there are no 
distinguishable differences to the human eye. But the absence of 
visual changes does not always imply that there is no influence on 
the computational processing of the images. In this context we 
present a heuristic measure that helps to detect undesired 
influence of lossy JP2 compression on the OCR result, and in the 
absence of ground truth. 

Introduction  
For large scale digitisation projects producing millions of 

book or newspaper images, lossy JPEG 2000 compression is a 
compelling option because it can lower the storage requirements 
significantly when compared to lossless JPEG 2000 compression. 

According to an evaluation of archival image format 
alternatives carried out by the National Library of the Netherlands 
in 2008, the storage reduction to be expected can be approximately 
50% for lossless and between 91% and 98% for lossy compression 
[1].  

While some institutions, like the National Library of Norway, 
reported in 2007 that they opted for a lossless compression profile 
[2], others, like the Wellcome Digital Library commissioned a 
report which explicitly recommended the use of lossy compression 
for digital image masters [3]. 

Generally, format conversion implies a reorganisation of 
image data where different kinds of errors can occur due to 
hardware or software failures. For that reason, quality assurance is 
often part of image migration workflows in memory institutions. 
Particularly when lossy compression is applied to image master 
files, quality assurance becomes an essential activity since the 
lossy compression can lead to artefacts in the image that are not 
directly visible, but have an influence on the machine processing 
of the image. 

One of the processes that are directly related to the quality of 
digital master images representing text, like scans of book or 
newspaper pages, is the transformation of a digital image into 
searchable electronic text by means optical character recognition 

(OCR) technology, and the question therefore is how the lossy JP2 
encoding influences the text recognition accuracy. 

The idea of applying a quality assurance process that 
compares original and target image of the format conversion 
process has been discussed in detail, especially with regard to the 
JPEG 2000 standard [4]. In addition, using OCR as a method in 
quality assurance is common practice and studying the influence 
of compression on the OCR success by comparing the OCR result 
of the original with the OCR result of the converted image has 
been mentioned as a measure to avoid undesired results, for 
example in relation to the JBIG2 compression: 

“The key for JBIG2 use in compressing documents that need 
to be archived or that have strict retention requirements is that 
the JBIG2 encoding be reliable and not lose any informational 
content. One way to measure informational loss effectively in 
an automated environment is through an OCR (optical 
character recognition) program which can verify that 
recognition rates are as high after JBIG2 compression as 
before [5].” 
The process of evaluating OCR accuracy reliably requires 

Ground Truth data [6,7] which is defined as the close to 100% 
correct transcription of the text visible on a document page. The 
quality of the OCR result is then typically measured in accuracy 
levels as the percentage of correctly recognised characters and/or 
words among the total number of characters and/or words 
recognised. Ground Truth creation is usually done by service 
providers that manually re-key the text, which is an expensive 
service and can therefore only be done for small collections. 

Assuming the situation that an archive decides to migrate 
TIFF image files to lossy JP2 compressed images and has no 
Ground Truth data available, the question is: Can a heuristic 
measure ibased on the deviation of the OCR result from the 
original image compared to the OCR result of the compressed 
image be used to detect undesired effects caused by the lossy JP2 
compression? It is important to note that the deviation from the 
OCR result compared to the OCR result of the original TIFF image 
does not imply that the result is worse in terms of OCR accuracy. 
On the contrary, the comparison may even show better OCR 
performance on the compressed images, as it turned out in a study 
by Chapman et al [8]. 

The question is if this measure, which cannot be considered 
as an indicator of OCR accuracy, can still be used as a heuristic for 
detecting bad quality in digital images representing text? It is also 
important to bear in mind the high processing time of OCR that 
constrains using it as a bad quality detection mechanism, 
especially in mass processing of huge digital image collections. 

250 ©2012 Society for Imaging Science and Technology



 

3 

Before we will address these questions in the context of the 
experiment presented here, we will first give a brief review on the 
emergence of the concept of collaborative experimentation, and 
describe the technical environment. 

Collaborative Experimentation in Digitisation 
and Preservation 

The concept and some technical cornerstones of collaborative 
experimentation in digitisation and preservation have been 
developed in the course of various EU funded projects, making use 
of several open source software resources.  

The PLANETS Testbed Experiment 
Conducting experiments in order to compare JPEG2000 

migration alternatives, like Kakadu and Jasper, has already been 
presented at the Archiving 2010 conference in an experiment that 
used the PLANETS Testbed [9]. The focus of this experiment was 
to compare the encoding and decoding performance as well as to 
assess the reliability of the migration process. 

The IMPACT Interoperability Framework 
In the EU-funded research project: IMPACT (IMProving 

ACcess to Text, www.impact-project.eu), workflow development 
was introduced as a community-driven activity using an 
experimental workflow development and execution platform that 
was coupled to the IMPACT Interoperability Framework [10]. The 
main advantages of performing experiments as a community 
activity has been the ability to share, comment, rate, organise, 
maintain and manage workflows jointly: the community 
participants created their own workflows by combining ready-to-
use software components requiring only basic technical 
knowledge, and alongside improved their understanding of the 
challenges and technical solutions. While the PLANETS Testbed, 
mentioned in the previous section, had a fixed six step experiment 
process in order to make experiment results comparable, in 
IMPACT one of the objectives was to provide maximum 
modularity and flexibility in designing the experiments, so that 
they can be tailored to very specific challenges, and conducted in a 
fully transparent, reproducible way. 

The SCAPE Testbeds 
In the SCAPE Project (SCAlable Preservation Environments, 

www.scape-project.eu), the results of the PLANETS and IMPACT 
projects are important foundations for furthering the concept of 
collaborative experimentation. A workflow represents in SCAPE 
the formalisation of a use case which is implemented by using a 
set of already existing or prototype development solutions. The 
SCAPE Project will not only develop a platform that  enables the 
execution of these experimental workflows on a small test dataset, 
but also scalable solutions that can be used to process the huge 
amounts of data that cultural heritage and memory organisations 
are increasingly facing. 

 

 

Technical Environment 

Taverna 
Taverna [11] is a scientific workflow language, and 

computational model designed to create software-based workflows 
of complex and data-driven processes. Taverna is known since 
2004 as a tool that primarily bio-informaticians use to formally 
describe and enact the data pipelines of a computational 
experiment. In the meantime, its application domain has been 
extended and now also includes the digitisation and preservation 
domains. The Taverna Workbench can be used for interactively 
designing a workflow, and for starting and monitoring the 
execution of it. The latter is done by the Taverna engine, which 
directs data through the processing pipeline and has the ability to 
capture provenance traces. 

myExperiment 
The Taverna workflow design and execution workbench has 

been integrated with the community driven myExperiment 
platform (www.myexperiment.org), a virtual research environment 
for discovering and sharing scientific workflows [12]. Taverna and 
myExperiment are fully integrated, a user can launch Taverna 
workflows from within the myExperiment web site, and 
conversely, the myExperiment repository can be searched from 
within the Taverna workbench. 

Hadoop 
Hadoop [13] provides an implementation for MapReduce [14] 

which is a programming model for distributed processing of large 
datasets. In the above mentioned project SCAPE, the Hadoop 
framework is being used to enable the execution of workflows on a 
cluster of machines. An important question here is how 
components that make use of the MapReduce programming model 
can interact with the Taverna execution engine for workflows that 
run on very large data sets. 

The experiment 
The Taverna workbench has been used to develop an 

executable experiment that applies a processing pipeline to a 
sample set of image files. The main inputs of this workflow are the 
list of uncompressed input files (workflow input port 
“inFileAbsPaths” in Figure 1) and the list of JP2 compression 
parameter values (workflow input port “rates” in Figure 1: a 
simple string which is split into a list of compression parameter 
values). The two lists are combined using Taverna’s cross product 
list handling type which means that each input image file from the 
one list is combined with each compression parameter value from 
the other list in order to compute the list of encoding/decoding 
tasks that will be executed. For example, a list of three image files 
F = {f1, f2, f3} and a list of two compression parameter values C = 
{c1, c2} leads to a list of six JP2 encoding/decoding processes F × 
C = { {f1c1, f2c1, f3c1 } , {f1c2, f2c2, f3c2 } } to be executed. 

The remaining input ports are single input ports which 
configure the command for applying the Tesseract OCR [15] 
(workflow input port “tesscmd” in Figure 1) and indicate the 
Tesseract language module to be used (workflow input port 
“tess_langmod” in Figure 1). 
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Figure 1. Diagram of the Taverna workflow used in the experiment; the 
workflow is available on myExperiment at 
http://www.myexperiment.org/workflows/2724 

Each JP2 encoding/decoding process ficj encodes the input 
image using JP2 lossy compression and decodes the image back to 
the original image to which then OCR is applied. This OCR result 
is compared with the OCR result of the original image using the 
Apache commons-lang implementation of the Levenshtein 
Distance algorithm [16] which is a string metric indicating the 
number of edit operations needed to convert one text string into 
another. 

For integrating external software components, Taverna’s 
“tool service” is used which allows the inclusion of external 
command line applications within a workflow. 

 
Regarding external dependencies, the workflow uses Kakadu 

[17] for encoding and decoding the uncompressed image files and 
Tesseract [15] as the OCR engine, but the workflow can easily be 
modified to use other (commercial) JP2 encoding/decoding or 
OCR alternatives by simply adapting the configuration of the 
corresponding tool service of the workflow (“kdu_enc”, “kdu_dec” 
for JP2 encoding and decoding, and “tess_orig”, “tess” for OCR in 
Figure 1). Additionally, ImageMagick [18] is used in the 
“im_remove_compression” tool service for practical reasons in 
order to remove any compression from the input image files (e.g. 

LZW TIFF). The “CalculateLevenshteinDistance” beanshell 
depends on the above mentioned Apache commons-lang library 
[16] that must be present in the “lib” directory within the Taverna 
home directory [19]. Gnuplot [20] is used for creating a diagram 
that visualises the results. 

Results 
The results from the runs of the Taverna workflow 

experiment are gathered and aggregated by the 
“AggregateResults” beanshell service [21] in Figure 1. The main 
output of the workflow is a text file (“datafile” output port in 
Figure 1) with the following results: 

The overall file size reduction as the ratio of the total file size 
of the images sample after and before compression (fourth column 
of the output data file, “datafile” in Figure 1). 

The mean Levenshtein distance of each compression 
parameter value over the image sample with the corresponding 
standard deviation (second and third column of the output data file 
respectively, “datafile” in Figure 1). 

The data file is directly plotted by the gnuplot tool service 
available in the “diagram” output port in Figure 1. Additionally, 
the Tesseract results are displayed in the “tess_result” output for 
visual inspection. 

Figure 2 shows the diagram for the first test sample of ten 8-
bit greyscale TIFF image files of book pages using Tesseract OCR 
version 2. The left y-axis represents the Levenshtein distance and 
the right y-axis the overall file size reduction in percent. The x-
axis represents the increasing lossy JP2 compression which 
corresponds to a decreasing value for Kakadu’s parameter “rate”. 
The upper line shows the overall file size reduction in percent and 
the lower line shows the mean Levenshtein distance with bars that 
indicate the standard deviation over the image sample. 

 

 
Figure 2. Overall file size reduction (upper line) compared to mean 
Levenshtein distance (lower line with bars for the standard deviation). Data 
sample: ten 8-bit greyscale TIFF images, Compression: Kakadu’s “rate” 
parameter, OCR: Tesseract version 2. 

 Obviously, the mean Levenshtein distance constantly 
increases with a decreasing “rate” parameter value of Kakadu. It is 
important to point out that this does not mean that the quality of 
OCR is getting worse. It only means that the difference compared 
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to the OCR result of the original uncompressed image file is 
getting bigger. In this case, the insight that is obtained by this 
result is only the fact that using the parameter “rate” with Kakadu, 
lossy JP2 compression always has an effect on the OCR, and that 
the effect steadily increases with a decreasing parameter value 
using this data sample. 

Based on the same experimental setting, Figure 3 shows the 
combined results of two workflow executions, one using Tesseract 
version 2 and one using Tesseract version 3. 

 

 
Figure 3. Overall file size reduction (upper line) compared to mean 
Levenshtein distance (lower line: Tesseract version 2, middle line: Tesseract 
version 3). Data sample: ten 8-bit greyscale TIFF images, Compression: 
Kakadu’s “rate” parameter, OCR: Tesseract version 2 vs. Tesseract version 3. 

 
Figure 4. Overall file size reduction (upper line) compared to mean 
Levenshtein distance (lower line: Tesseract version 2, middle line: Tesseract 
version 3). Data sample: ten 8-bit greyscale TIFF images, Compression: 
Kakadu’s “slope” parameter, OCR: Tesseract version 2 vs. Tesseract version 
3. 

It can be concluded that the Levenshtein distance is always 
higher when using Tesseract version 3 for all compression 
parameter values when using the fixed bit rate compression 
parameter “rate” of Kakadu. It can also be observed that when the 
“rate” parameter value falls below 0.5 the effect is getting 

inreasingly more significant for Tesseract version 3 compared to 
Tesseract version 2. 

Figure 4 shows the same experimental setting with the only 
difference that Kakadu’s “slope” parameter (variable-rate 
encoding) is used. 

Using Kakadu’s “slope” parameter, the effect of the lossy JP2 
compression on the OCR result remains moderate for all “slope” 
parameter values. This is in line with the fact that some partners of 
Google book digitisation projects agreed on not using the fixed bit 
rate compression for lossy JP2 compression of book page images 
[16] but recommend a variable-rate encoding (“slope” parameter in 
Kakadu) instead: 

“As a single method of encoding for mass digitization 
variable-rate encoding performs better than other methods to 
balance perceived image quality and file size [8].” 
Figure 5 shows the results of the same experimental settings 

as for Figure 3 with the only difference of using another image 
sample (ten 24-bit colour images). 

 

 
Figure 5. Overall file size reduction (upper line) compared to mean 
Levenshtein distance (lower line: Tesseract version 2, middle line: Tesseract 
version 3). Data sample: ten 24-bit colour TIFF images, Compression: 
Kakadu’s “rate” parameter, OCR: Tesseract version 2 vs. Tesseract version 3. 

It can be observed that the deviation for this image sample is 
significantly higher compared to the first image sample for the 
lossy JP2 compression regardless of the compression parameter 
value used. Furthermore, the Tesseract 3 results have a local peak 
for Kakadu’s rate parameter value 1.1. On the basis of this result, a 
Levenshtein distance threshold can be defined that helps to detect 
statistical outliers.  

Closing 
Coming back to the initial question, ‘If a measure that cannot 

be considered as an indicator of OCR accuracy can still be used as 
a heuristic for detecting bad quality in digital images representing 
text?’ We conclude that it can be used for detecting “outliers” that 
deserve further inspection. One possibility is to use the workflow 
presented here for applying lossy JP2 compression to a large 
image collection of book or newspaper pages so as to find out a 
sensible threshold for the Levenshtein distance that is determined 
by executing a variety of experiments, and then restricting the 
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application of this workflow to a (representative) sample. Those 
images that exceed the defined threshold are used to build a set for 
manually assessing the appropriateness of the JP2 compression 
settings. 

Possible further work would analyse the correlation of the 
heuristic measure with OCR accurracy measured against Ground 
Truth using a set of annotated image files. 
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