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Abstract 
Ancestry.com ingests and processes tens of millions of images 

per year.  These images are captured from physical media such as 
loose paper, microfilm, and microfiche, and obtained from digital 
sources.  This paper outlines how Ancestry.com has developed a 
system of technologies which allow the import images from diverse 
sources -- in many formats and from dozens of partners-- and 
produce a standard output. 

 The outcome of these technologies and platforms allows 
rapid production of content with configurable and scalable 
settings, easy adjustments to new workflow and audit 
requirements, ingestion of new image types with minimal cost, and 
delivery to partner and website requirements within a single 
system. 

 At Ancestry.com we believe our philosophy is revealed in 
full by the way we solve our most difficult operational problems 

Introduction 
Ancestry.com has been involved in process of digitizing, 

indexing, and hosting historical records since 1996. During that 
time, more than 4 petabytes of digital historical content have been 
made available on Ancestry.com. 

As one of the pioneers of online family history research, 
Ancestry.com has developed systems capable of capturing, 
processing, and delivering tens of millions of new images per year 
at an increasingly rapid rate.  Many of the updates and upgrades to 
Ancestry.com’s systems have allowed breakthroughs which have 
been non-linear. 

One of the keys to translating large amounts of historical 
content into something digital is found in developing systems and 
processes capable of handling highly variable content and very 
large amounts of data.  While the acquisition and digitization of 
historical content is the first and most important step in this 
process, operational systems and methods for handling this content 
cannot be overlooked. 

The purpose of this paper is to give an overview of the 
systems, processes, philosophies, and best practices which allow 
Ancestry.com’s Document Preservation Services (DPS) 
department to ingest, process, and export hundreds of unique 
collections every year. 

Document Digitization Background 
For the more than 15 years Ancestry.com has been involved 

in the pursuit of digitizing historical content, many different 
methods and techniques have been employed to maximize speed, 
quality, and scalability.  Initially, ingesting and processing a few 
dozen content collections per year was standard.  However, as 
Ancestry.com accelerated the rate at which it has delivered content 
to users this number has raised into hundreds of collections per 
year.  This presented a large problem as image processing often 

occurred on the same machines with which the images were 
scanned and both the hardware and process were difficult to scale. 

In addition to accelerated production rates, more partnerships 
were created often adding complex new processing and delivery 
requirements.  Managing so many projects simultaneously with 
such diverse specifications grew increasingly difficult. 

The system lacked an adjustable workflow, the ability to scale 
to meet the rapid pace of new content, and it was costly to adapt to 
the requirements of working with different institutions, archives, 
and libraries.  Image processing was based upon widely available 
open-source libraries, which provided fast integration, but often 
poor performance and poorly documented limitations. 

Beginning in 2006, Ancestry.com recognized the need to 
develop a system which would allow for an adjustable and fluid 
workflow, highly scalable processing capabilities, and the ability to 
adapt to unique project requirements.   

Solving the workflow problem 
When initial requirements and plans were being drawn up for 

this new system the question was raised as to how to handle the 
multi-step workflow most digitization requires.  DPS operations 
management and software development teams collaborated to 
devise a solution. 
 Traditional projects had been handled by implicit workflows 
controlled primarily by people and processes, and not by any 
automated systems.  This was not a tenable solution for processing 
large and diverse quantities of documents quickly.  Research led to 
a decision to use a third-party commercial workflow and toolset, 
and adapt it where possible.  
 This solution was a significant advance as it imposed 
structure and an established framework with which new processes 
and software tools could be defined.  Over a few years, however, it 
quickly became apparent that this commercial product was simply 
not designed with the ability to scale beyond a moderately sized 
operation.  The perceived benefits of working with a third-party 
vendor and the associated support agreements were not as great as 
anticipated.  DPS found work slowed, and sometimes halted, while 
it waited on a third party to discover and patch bugs.  In addition, 
new and increasingly more complex image processing and 
workflow requirements were made more difficult or impossible 
due to limitations in the third-party software suite. 
 Using this third party product was a good way to launch a 
new system, but DPS learned quickly that it needed to prepare to 
outgrow products which could not scale with it.  After further 
research into existing commercial and open-source projects, 
Ancestry.com’s DPS group began moving forward on the 
development of a new, proprietary, workflow system adapted 
specifically with scalability, adaptability, and stability in mind.  
  

130 ©2012 Society for Imaging Science and Technology



 

 

Joint Work Flow (JWF) 
The philosophy behind JWF was that due to the incredibly 

diverse nature of content, combined with equally diverse 
requirements, it was impossible to anticipate every future 
workflow path.  As such, the workflow system must be designed to 
allow extreme flexibility.  As the size of operations grew, the 
necessity of creating a workflow system which operations teams 
could own and configure without engineer involvement became 
rapidly apparent. 

Under JWF, a workflow is created using a GUI based 
authoring tool and is a combination of nodes with outcome codes. 
An example workflow can be found in Figure 1. A node can be as 
simple as routing a work item to the next queue in a linear flow 
upon a condition of ‘success’ or to the previous queue upon 
‘failure’. It can also allow for an arbitrary number of conditions 
with associated metadata.  A node can even be as simple as a 
decision point.   The advantage of this is that it allows non-
technical operational personnel to create and maintain new 
workflow paths, but also allows for incredibly fast changes to 
workflow paths, even while a project is in mid-stream. 

The way this is implemented dictates that all automatic and 
manual tools are associated with a workflow queue, which has a 
corresponding node in the workflow designer.  If the requirement 
were that a collection of books be scanned, prepared for a quality 
audit, then audited, and finally exported in multiple different 
formats, the workflow can be set up in a linear fashion in a few 
minutes.  The workflow would then be initiated by a manual tool, 
in this case ‘Scan Manager’, which would call into the SQL Server 
based JWF, create a new work item, log statistics, and close the 
work item as complete.  JWF would then automatically move this 
work item to the next queue. After this, automated software would 
pull the image location, process the images, and prepare them for a 
manual quality audit. A failure in the quality audit tool would 
return a failure code back to JWF, which would then automatically 
re-route the work item back to the initial scan queue for a re-scan. 

Another major feature of JWF is that all routing logic is 
embedded directly in the workflow, and not within individual 
pieces of software.  For example, DPS has a policy of performing a 
quality audit on 100% of images scanned, and a double-blind audit 
on 3% of passed work items.  Since this logic is embedded in the 
workflow, a production supervisor can easily adjust this double-
blind percentage to a higher number without delaying our breaking 
in-process work.   

There are several benefits of a system like JWF. The first 
benefit is that the performance and implementation meet 
Ancestry.com’s specific needs.  If complex new routing 
capabilities are required, there are in-house software engineers 
who have written the system, and modifications can quickly be 
made.  There is no waiting on third-parties to respond to support 
requests or hoping that new, future, features will solve current 
production requirements.  Removing this external reliance allowed 
Ancestry.com to digitize content far more rapidly, with greater 
dependability, and with a significantly easier to use system than 
previously. Second, while all logic and policy are centralized, 
interaction with the workflow is based on a pull model.  The 
benefit of this is that a central location exists for control, but most 
work is distributed, allowing for high scalability. Finally, while it 

was not immediately obvious to DPS, easy workflow and policy 
management has been essential in allowing production to scale.   

 

 
Figure 1. Example of GUI driven workflow from JWF’s workflow designer with 
the ‘ImageQE’ node selected. 

Setup and Configuration 
While JWF determines how work is routed it does not specify 

how work is completed, by design.  One of the unexpectedly high 
costs in setting up an image processing system is the amount of 
work that goes into defining what should happen to each 
collection.   

DPS has designed a system which uses XML and inheritance 
to describe how projects, batches in a project, and images should 
be worked on in each step. When a project is first defined an 
overall project template is created which specifies all settings for 
the specific project.  If desired, this specification can be saved as a 
template, significantly reducing future setup times.  As each roll of 
microfilm, book, or other piece of media is scanned and enters the 
system, an individual specification is derived for that item from the 
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cost of stopping all production made it expensive to roll new code 
or features.  To solve this problem, the agent was rewritten so that 
a command could be passed to pull the latest versions of all image 
processing modules upon the completion of its current work, 
reload itself, and resume working. 

The initial roll from Job Server to iFarm resulted in an 
immediate 600% increase in automatic production capacity with no 
increase in image processing hardware.  In addition, production 
downtime was eliminated and replaced with a minimal, temporary, 
rolling reduction in capacity.  This new design not only allows for 
extremely rapid image processing speeds, but makes it relatively 
inexpensive to add new capabilities to the image processing 
pipeline.  Code can be written as an individual kernel, and rapidly 
rolled into the iFarm architecture allowing for immediate 
scalability for even very complex tasks.  As time has progressed, 
iFarm has also been generalized to allow processing of any type 
and is no longer image-centric allowing for another massive 
breakthrough in aggregate production rates. 

Build, Buy, or License? 
One of the most important questions involved in software 

development of this type is when to build, buy, or license.  At the 
lowest level within DPS’s image pipeline is the image processing 
‘agent’.  The agent is built from a combination of open-source, 
proprietary, and licensed third-party software.   

Initially, primarily open-source software was used due to 
minimal cost of implementation and broad, community-driven 
feature sets.  As DPS software development engineers compiled 
image processing requirements, they broke down items into core 
technologies and ancillary technologies.  For example, there is 
very little benefit in reinventing the wheel where decoding images 
is concerned.  There already exist plentiful libraries, open-source 
and commercial, for decoding all types of images and DPS 
leverages open-source technologies with no modification.  In 
addition, simple tasks like auto-leveling, rotation, and cropping 
exist in similarly plentiful libraries.  However, when working with 
certain types of documents, product requirements call for as near to 
perfect de-skew, or alignment, on the images as possible.  
Unfortunately no libraries, commercial or otherwise, were 
available which met Ancestry.com’s specific needs.  Time was 
invested in researching and solving the problem, and a unique and 
proprietary module was created to detect the precise angle of 
rotation needed to meet the very specific requirements.  A further 
example is that when images are exported to Ancestry.com, the 
website has very specific requirement.  The investment in 
developing the technology in-house would have been cost 
prohibitive. Fortunately a commercial solution was found to the 
problem which had an added benefit of being 40% faster at 
encoding images than our previous solution, also a commercial 
product.  In this case, the library was licensed so that other, more 
domain specific, work could continue. 

There are two very important lessons that were learned over 
the course of 8 years of developing Ancestry.com’s current image 
processing systems.  First, speed of delivery usually trumps 
efficiency of code.  While three months could be spent optimizing 
a particular piece of code in a lower level language like C++, 
similar, albeit less performant, code could be written in a language 
like C# and additional computing power can be used to make up 

the difference. This means that while individual pieces of code 
may be less optimal, the aggregate product advances, and thus the 
operational speed and quality improve far more quickly.  When 
absolutely necessary, specific sub-modules can be optimized where 
heavy lifting efficiency is needed.  Second, resources should be 
allocated to where the core competencies and requirements of the 
business are, and not on unnecessary side-projects.  A lot of time 
can be spent developing highly optimized systems which do very 
little to move a project forward. 

Storage Solutions 
There are many hardware solutions which allow for fast 

access or large bandwidth, but not many which cross that divide.  
DPS has experimented with many different hardware solutions for 
storage and processing over the past 8 years.   

Initially resources were put into combinations of different 
types of Network Attached Storage (NAS) and Storage Area 
Networks (SANs). Implementations of different brands of 
hardware were problematic.  Frequently, the largest bottlenecks in 
DPS’s image processing operations were disk I/O on NASs or lack 
of sufficient work in process (WIP) storage space.  As image 
processing capacity scaled into hundreds of simultaneous image 
processing threads, the storage could not keep up and was not easy 
to scale.  The ultimate issue was that traditional storage was 
designed to ‘scale-up’, not to ‘scale-out’. 

A commonly solution offered was to move image processing 
into an externally hosted cloud.  However, this was simply not 
feasible for many reasons.  Primarily, the costs of bandwidth and 
storage for the processing of so many high-quality, losslessly 
compressed images would be in the hundreds of thousands to 
millions of dollars per year.  For high CPU, but low bandwidth 
applications, cloud solutions have much to offer.  However, image 
processing is an extremely high bandwidth, high storage, and an 
extremely CPU intensive process making it cost prohibitive for 
external cloud solutions. 

Another solution frequently suggested was to use 
technologies like Hadoop or other map-reduce schemes to 
distribute processing and storage.  These technologies are fantastic 
for data analysis and condensation, but it was discovered quickly 
they were poorly suited DPS’s image processing and analysis 
needs.  With a task like image processing, the combination of 
incredibly intensive CPU, memory, storage, and I/O made schemes 
like this very difficult to scale. 

DPS began experimenting with a new clustered storage 
provider.  The advantage of using a clustered storage solution 
comes from the ability to scale storage, speed, and bandwidth as 
needed in a single addressable system.   

Initial testing began in 2008, as an evaluation cluster was 
deployed.  Benchmarking was extremely encouraging, and within a 
few months the evaluation cluster had become a mainstay of 
production infrastructure.  Most storage in DPS is now clustered 
storage. 

Currently DPS WIP storage totals nearly a petabyte split into 
four separate Isilon clusters.  Under a moderate load, these systems 
are able to maintain an average of more than four gigabytes per 
second of throughput, serving hundreds of image processing 
machines and dozens of production employees in real-time. One of 
the greatest benefits of using clustered storage is that specific 
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nodes within a cluster can be crafted to meet needs.  For example, 
DPS’s primary image processing cluster is hit with heavy I/O as 
well as frequent directory reads.  We discovered during profiling 
of our processing systems that one of our bottlenecks was waiting 
for directory reads to return so that jobs could be built.  So, a 
decision was made to use Isilon IQ X-Series nodes which use solid 
state drives (SSDs) for file system metadata, and hard drives 
(HDDs) for the bulk of storage.  Utilizing this hardware 
immediately removed a bottleneck from our image processing 
systems with no changes to image processing or workflow code. 

Computing Solutions 
For image process computing, DPS initially used inexpensive 

generic hardware.  These machines were former web servers 
running Windows Server 2003.  One of the counter-intuitive 
outcomes of beginning with hardware like this was that it was so 
unreliable that image processing systems had to be written with 
incredible robustness and no single machine could be allowed to be 
a break-point.  What resulted was a system which was robust in-
spite of hardware.  DPS has discovered over time that this level of 
robustness pays huge dividends even with highly reliable hardware 
and infrastructure. 

As production requirements grew, a significant amount of 
experimentation was put into finding the right type of hardware to 
use going forward.  Conventional wisdom would dictate that the 
correct solution would be to continue to use inexpensive hardware, 
as opposed to highly specialized and highly expensive processing 
hardware.  Tests showed that the most economical approach to 
processing was actually in the middle of the two.  The 
management, power, and maintenance costs of using extremely 
inexpensive hardware were not upfront, but they were very real.  
However, with more specialized hardware, you could not get the 
same performance per dollar and had to buy in less granular 
increments.  In the end, it was discovered that the most efficient 
usage of resources was to use mid-tier servers.  Currently, we use 
servers which utilize dual Intel Xeon processors and copious 
amounts of ram.  The practical effect of this is that 20 image 

processing threads can be run simultaneously per machine without 
taking system resource utilization above 93% on a full-load. 

The most important lessons which were learned were that it 
was highly important to be data-driven when making decisions 
about how to best allocate resources.  Conventional wisdom and 
wider computing industry best practices were not always 
applicable to our specific needs. 

Conclusion 
Ancestry.com has faced challenges which are often unique to 

working in the document preservation field but are highly 
applicable to other institutions in the same space.  DPS has found 
success through focusing on creating systems which meet its 
unique needs, but avoiding unnecessary duplication of work. 

There are three main themes, or cultural ideals, which have 
allowed DPS to be successful.  First, it has been highly important 
to be open-minded about possibilities and solutions.  It is tempting 
to commit to established systems and concepts or to avoid the 
expense of change by living with a sub-optimal system. However, 
the result can often be stagnation.  Second, creating a culture 
where trial and error are key components in system development 
has allowed for innovations and dramatic improvements which 
might not have been found otherwise.   Third, being data-driven in 
decision making is paramount.  Many counter-intuitive, but 
nonetheless correct, choices have been made because of data and 
benchmarking which have contradicted prevailing opinion. 

Solving the problems of making operations scale and ensuring 
they thrive is not always intuitive and is rarely easy; problems 
easily solved do not often provide dramatic results.  Tackling these 
difficult problems with the seriousness they deserve will allow an 
institution to make dramatic leaps toward its goals. 
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