
 

"PlaIR" : A System to Provide Full Access to Digitized 
Newspaper Archives 
Thomas Palfray, Stéphane Nicolas, Thierry Paquet, Pierrick Tranouez; LITIS Laboratory; Rouen, France 

 

Abstract 
 This paper presents a platform dedicated to the analysis and 

the online consultation of historical newspaper archives. This 
platform has been designed to provide a user experience as 
intuitive as possible by using mature open source tools. All the 
features are implemented thanks to the Spring framework. To meet 
this goal, we created a system to display tiled high-resolution 
images operating without a plug-in but based on an open source 
solution called IIPImage. The platform also allows for full-text 
searches thanks to the Java search library Apache Lucene and 
displays the results in the form of newspaper articles. In addition, 
we established collaborative features to provide the users with the 
ability to correct the content automatically generated by our 
document processing workflow and accessed through the browsing 
platform. The system is able to store all the corrections of the 
users, by using the couple Hibernate/MySQL. The aim is to enable 
continuous improvement of both the content quality and the search 
accuracy, by exploiting the ability of the users to recognize 
significant errors, in order to enhance the digital objects 
representing the newspaper issues. 

The proposed system is designed to generate metadata 
describing the physical layout, but also the logical structure of 
newspaper documents. Our article segmentation analyses a 
newspaper issue and recognizes articles, even if they straddle more 
than one page or if they spread in a complex structure. The 
workflow can also consider as input data, the results of optical 
character recognition (OCR) engines in order to provide a textual 
indexation of the segmented articles. 

By using this system, we want to create a true and 
representative digital object using standard formats (i.e. METS / 
ALTO) and containing the logical description of the content, 
making easier reading and understanding by the users. 

 

Introduction  
Over the last twenty years, libraries and archives around the 

world have developed many digitization programs for preserving 
and making more accessible historical records. 

 Newspaper archives are old documents with particularly rich 
historical information, but they require special processing to help 
finding information because of their complex layout and its 
evolution throughout the ages. We face particular challenges 
because of the nature of these documents including the poor 
scanning results of paper material that was originally of low print 
quality or has deteriorated through time. Furthermore, the content 
and the layout of the newspaper issues could fluctuate a lot 
depending of the time period, as we can see on the examples of the 
newspaper "Journal de Rouen" presented on figure 1.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1. examples of various newspaper layout with different complexities 

Searching for and accessing particular information in such 
large corpora of complex documents is not easy for the users of 
digital archives. Most of the libraries and archives propose only an 
online access to the images of their digitized collections, or in the 
best case an access through PDF files offering some visualization 
facilities, but often only in image mode. Furthermore, due to time 
transfer and bandwidth limitations inherent to online access, the 
resolution of the images is sometimes too poor to allow the users to 
read comfortably the documents. It is important for digital archives 
and libraries to be much more than simple repositories of digitized 
document images, and thus to propose and to allow a better, 
simpler and more accurate access to the information contained in 
these documents. This is why we propose through the system we 
present in this paper, a solution to access the information at 
different levels, starting from the issue and down to the article. For 
that we exploit the results of automatic processing such as 
document image segmentation and optical character recognition 
(OCR), combined with manual interventions such as collaborative 
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correction and tagging of the content. The aim is to provide in a 
convenient form, the precise information the users are looking for. 
This system is developed in the context of a project entitled 
"PlaIR" which aims at providing tools for electronic and digitized 
document indexing.  

Our system consists of two main components: a workflow to 
process the digitized sources and extract the metadata needed to 
index the content, and an online consultation platform exploiting 
the produced metadata to facilitate the access to the digitized 
sources and their content.  

We will now describe in further depth these two components, 
and conclude with the improvements planned for them. 

Online consultation platform 
The online consultation platform is the front-end of our 

system. This visualization component relies on light web 
technologies, and thus its use does not imply any plugin 
installation or any system parameter setting. The user has simply to 
use his favorite web browser to access the documents and search 
the information they contain. 

For the development of this consultation platform we used, 
integrated and adapted some open source solutions, and in 
particular, with their agreement, the CSS Stylesheets used by the 
National Library of Australia for their newspaper consultation 
website.  

The interface of our online consultation platform is divided 
mainly into three functionalities as we can see on Figure 2:  

 
1. the visualization of the digitized sources, with enlightened 

additional information (current selected article, search 
keywords, ...) 

2. the access to text search functionalities 
3. the view of the OCR content and the access to correction 

functionalities.      
 

Figure 2. the online consultation platform 

We describe each one of these functionalities in the following 
sections, before presenting the general software architecture of this 
online consultation platform. 

 

Information access and visualization 
Due to the great sizes and the complex non-linear layouts of 

the newspapers, an intuitive and ergonomic visualization module is 
needed to allow the users to easily browse the digitized images of 
the pages. The user must be able to comfortably read an article at 
an adapted display size without being lost in the vastness of the 
page, and keeping track of the context and the position within the 
overall document. To enhance the navigation experience of the 
users, we use a modified version of a high resolution image 
visualization tool which is called IIPImage [1]. This is an open 
source tool, which is used around the world by a wide variety of 
users, including museums, scientific imaging, astronomy, medical 
imaging and geographical information systems. This tool provides 
ultra high resolution visualization of images by using pyramidal 
images. In our case, it means that we can navigate fastly through 
the different resolutions of the images of the newspaper pages,, 
zooming to a part, and then zooming back to the entire page by 
mean of a convenient and intuitive user interface (Figure 2). 
Furthermore this viewer integrates a miniature view (minimap) of 
the entire displayed document, allowing the user to always situate 
the position and the context in the overall document, whatever the 
zoom level. One of the strength of this viewer is that it doesn't 
require to install any plug-in on the user's computer, because it is 
based on the use of the Javascript technology which is natively 
supported by all the web browser. We modified this open source 
source to fit our needs. The main modifications we introduced in 
the original IIPImage tool, concern the highlighting of important 
information in the document, as to indicate the position of an 
article, or a keyword in a search result. 

Text and article search functionalities 
Our application allows the user to access the information at 

different levels: issue, page and article. The information is 
provided in image mode and text mode using the OCR results. The 
access to the issues in image mode is provided through a calendar 
menu allowing selecting the year, the month and the day of the 
desired issue. This is a common functionality in almost all the 
digital archive systems. On the other hand, the exploitation of the 
full OCR results and the indexing at the article level are less 
current, and yet certainly much more useful for the users. The 
OCR results allow the users to search for full text in the corpus of 
newspapers. Simple or more complex text queries, with classical 
operators (AND, OR) used in information retrieval systems can be 
performed. The search results can be refined by applying multiple 
filters (facets) on various criteria such as the date, the length of 
items, the category, ... etc. Maintains the indexing module 
continuously updated by providing the index search for each item 
on the latest version thereof. This means that if a user finds it 
useful to correct the text of an article through the collaborative 
correction module, the indexing engine will assume that the 
corrections are qualitatively superior to the original text provided 
by the OCR, it will return therefore results to them. 

Collaborative features 
As we know it is impossible for automated tools to address all 

the problems inherent in the initial printing quality of the original 
documents or due to the inevitable degradation of the paper 
through time. Therefore, our tools are as good if we wanted to 
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enable archivists to benefit from the willingness of users to the 
platform to correct the content thereof. We have carefully 
considered the feedback of other significant initiatives is this 
domain, in particular the experience of the National Library of 
Australia (NLA) [2] who proposed to its users to correct the OCR 
errors at the launch of a consultation website containing millions of 
newspaper pages. Another revealing experience in this domain, is 
the Digitalkoot Project launched by the National Library of 
Finland [3], which investigated the field of crowdsourcing OCR 
correction through gaming. The enthusiasm and the participative 
effort of the public in these experiments convinced us that it could 
be interesting to offer this type of functionality in our system to 
improve the quality of the provided information. Thus currently we 
make it possible to the users to correct the OCR errors through the 
consultation interface, and to save these corrections to refine the 
indexing for future searches. For that we propose a tool to 
regenerate automatically the METS/ALTO files using the 
corrections carried out. The idea is to allow an iterative process to 
improve and finalize the permanent storage of the XML documents 
in order to them to represent as accurately as possible the 
information contained in the original scanned sources. Furthermore 
the exploitation of the OCR and document segmentation results 
through these METS/ALTO files, also makes it possible to provide 
an export of the articles selected by the user into PDF files, either 
in image mode, or in text mode.  

The improvement of the indexing, and thus of the OCR 
results represent a crucial point in a document consultation system, 
this is why our future effort will concentrate mainly on this aspect, 
and in particular on the integration of OCR engines adapted to the 
processing of degraded characters. 

General architecture 
In a general manner the global software architecture of our 

online consultation platform is illustrated on Figure 3. This 
architecture relies mainly on the use of open source solutions, in 
order to facilitate the development and the update process of the 
system, while supporting interoperability: 

 
• the Lucene text search engine for text indexation 

 
• the MySQL relational database management system for 

storing online data 
 

• the Hibernate framework for querying the database 
 

• the Spring framework for building the web application 
 

• the ALTO and METS XML file formats to describe the 
physical and logical structure of the digitized documents 

 

 

 

 

 

 

 

 
Figure 3. the general architecture of our online consultation platform 

After having presented the front-end of our system, and its 
underlying architecture, we describe now the back-end workflow 
which allows to process the data feeding the system. 

Offline processing workflow 
The data exploited by the online consultation platform are 

processed offline by a fully functional and automatic workflow 
able to process large amount of digitized data. This is not a straight 
forward task because of the various problems we discussed in the 
opening of this paper (degradations, variability, ...). For most of the 
digital archives, the data are fully manually processed. This is a 
very tedious and expensive. For this reason we chose to develop an 
automatic workflow as reliable as possible. The central component 
of this workflow is a tool dedicated to the analysis of the physical 
and logical structure of the documents, which aims at providing a 
description at various levels. Then these data are combined with 
OCR results to feed METS/ALTO files which will contain at the 
same time the content of the documents, and also the description of 
the structuration of this content (text line and article position, 
reading order, ...). 

The global architecture of this processing workflow, and its 
constituting components are briefly described in the following 
sections. 
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Figure 4. the architecture of our processing workflow  

General architecture of the processing 
workflow 

The workflow we propose is built as a traditional document 
image analysis system with preprocessing, analysis and formatting 
stages. The analysis stage results of intensive research works 
completed at the LITIS laboratory on the fields of statistical 
modelling and machine learning applied to document analysis. For 
the other stages we tried to apply the most adapted techniques. As 
for the online consultation platform we aim at provide the most 
effective and efficient system. Once again we exploit several well 
known standards and efficient open source software elements. 
Thus for example our workflow uses the OpenCV1 library1, known 
for its speed and robustness. This library offers a support for the 
latest technologies such as GPU computing and android smart-
phone support. We also use the cvBlob2 library2 because of the 
fast implementation of the labelling algorithm described in [4] 
which can obtains external and internal contours of each blob in 
the same pass and labels 8-connectivity components.  

                                                                    
 
 
1 http://opencv.willowgarage.com/wiki/ 
2 http://code.google.com/p/cvblob/ 

 Globally the aim of this workflow is to have a generic system 
capable of detecting the problems specific to each document, and 
then to apply the best state-of-the-art algorithms to segment and 
recognize the content of these documents. In addition, we keep in 
mind that our system should eventually allow to quickly process 
large amounts of images, which means taking into account the 
quality / performance ratio. This section describes each step of our 
workflow, as illustrated on Figure 4. 

Preprocessing  

Binarization 
The aim of the binarization process is to separate the 

foreground and the background of the document images. This is 
generally performed using local or global thresholding methods.  

Due to the typical degradation of historical documents, global 
thresholding techniques cannot be used. That’s why the 
binarization step is performed through the algorithm proposed by 
Sauvola [5], which is implemented using integral images like in 
[6]. This method is particularly effective for the binarization of 
degraded documents because of its local nature, although our 
experiments have highlighted some problems limiting its use as a 
part of our industrial application. In order to improve the 
binarization while keeping in mind the industrial objective of our 
system, we have studied the results of the binarization competition 
DIBCO2009 [7] and we will implement and test in a future work, 
some of the top algorithms of this competition like Lu et al. [8]. 

Cropping/Deskewing 
The next preprocessing step in our processing workflow 

concerns the removal of the large black edges of the digitized 
documents. In fact, the scanning rules of newspapers require to see 
the outer limits of the document to ensure that the scanner has 
captured the whole page. In addition, newspaper pages are kept in 
books, which reveals the thickness of the pages and also the 
binding. The resulting black edges produced by the digitization, do 
not bring any information for the users, and are not important for 
the next steps of the processing workflow. On the contrary, they 
increase the amount of data to be processed unnecessarily. That is 
the reason why we use an algorithm derived from the OCROpus 
project [9] to crop the images in order to remove these dark edges 
and the useless parts of text of them. This algorithm greatly 
improves the further analysis tasks by avoiding the need of 
categorizing useless black pixels outside the print space of the 
document. The newspaper images are often twisted because of the 
storage condition of the pages in books (weight of the binding and 
other pages, humidity conditions, ...). This is why we use an 
algorithm based on the Hough transform to automatically detect 
the inclination angle of the page being processed. Using the 
determined angle, we calculate a deskewed image based on the 
quadrangle for both the grayscale and the binarized images. These 
are the images that will be used in the next steps of the workflow.  

 Logical structure document analysis 
This is the main component of our workflow which aims at 

analyzing the document images at various levels in order to 
provide an accurate description of the document structure which 
will combined with the OCR results to feed the METS/ALTO files 
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needed by the online consultation platform. Our analysis method is 
based on the principle of multiscale image analysis. A functional 
labelling of the image is firstly provided at a pixel level so as to 
guarantee certain accuracy in the results and a very fine level of 
description. This image labelling which allows extracting the 
structural elements of the documents is then refined using labelling 
correction stage, and some high-level structuration rules are 
applied to determine the complete structure of the document. The 
method allowing the automatic extraction of the metadata is based 
on a segmentation step of the document, made possible by a novel 
conditional random field model which exploits multiscale 
quantization [10]. This system provides a fine segmentation where 
each pixel is assigned a label which characterize its functional role 
in the document (Figure 5a) The obtained segmentation is 
therefore not only a division into physical blocks because it also 
provides a logical identification of the detected entities. After a 
smoothing correction stage, this labelling allows to extract the rule 
lines, the title, the text lines and then the text blocks. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. a) logical pixel labelling result,  b) extracted separators 

Metadata creation 
The horizontal and vertical separators (rule lines) are robust 

structural information in newspapers, even if they are sometimes 
broken due to the degradations of the document and the artifacts 
introduced by the digitization process. That is the reason why we 
use them to extract the base component articles. Indeed, the 
vertical separators delimit the columns of the document, while the 
horizontal dividers cut out the items in these columns, and thus 
define also the different parts of the document (Figure 5b). The 
title fields are also discriminative information since they indicate 
the beginning of an article. We can therefore consider the parsed 
document as a tree of blocks representing the various parts of it. 
The root of this tree consists of a single block representing the 
entire page, while the level below is constituted by the blocks 
delimited by the horizontal dividers broadest and so on on the next 
level until to obtain the full hierarchy which gives the position of 
all the blocks and separators in the document structure, as it can be 
seen on Figure 6. The set of separators on a page is therefore a 
logical grid describing the document structure. We exploit then this 
information to define a list of articles logically arranged and we 
classify them by reading order according to their position in the 
document and in the hierarchical structure of the document. Each 

of these items consists of one or more boxes of our grid of 
separators.  

 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. a) grid of extracted blocks,  b) document structural hierarchy 

Finally all these extracted metadata are combined with the 
OCR results given at the input of the system, to feed the 
METS/ALTO files which will contain the full multi-level 
description of the content of the digitized documents. METS and 
ALTO are two metadata standards using the XML schema 
language. They are used more and more in the design of digital 
archives. METS (Metadata Encoding and Transmission Standard) 
encodes the descriptive and structural metadata regarding objects 
within a digital library, while ALTO (Analysed Layout and Text 
Object) describes the geometrical layout and logical structure of 
textual documents processed by document image analysis system 
and OCR. These METS/ALTO files are used by our online 
consultation platform to allow the users to access the contained 
information at various level of description, and the role of our 
offline processing workflow is to provide a description as accurate 
and correct as possible.  

Conclusion and future works 
We have presented in this paper a complete system dedicated 

to the online consultation of large corpora of old newspaper 
archives. This system enhances the browsing and searching 
experience of the users by proposing a convenient visualization 
interface to access the documents at different levels of description: 
the issue, the page and the article. To obtain such a multi-level 
description of the documents contained in the database, a complete 
processing workflow has been designed. This workflow allows to 
extract the logical structure of articles automatically, thanks to 
models and machine learning procedures, developed in the context 
of research works led by the LITIS laboratory. These extracted 
metadata feed XML files in ALTO/METS formats that are 
dedicated to the description of the physical and logical description 
of the documents, and authorize a more specialized and accurate 
information exploitation by the visualization component. An 
indexing of the textual content of the articles is performed using 
the well known and open source Lucene text search engine, based 
on the OCR input data associated to the document images. Our 
system is designed to consider any OCR results. As these input 
data cannot be always accurate and correct due to the task 
complexity, our system proposes collaborative functionalities to 
easily correct the OCR text of the articles. That makes it possible 
to improve the quality of the indexing and thus make more reliable 
search queries. To date we have a fully operational demonstrator of 

52 ©2012 Society for Imaging Science and Technology



 

this system that has been applied on one year of daily regional 
newspaper issues. This demonstrator initially will be tested and 
approved by our archivist partners before being proposed online 
for general public evaluation. Our future works will concern the 
improvement of this system, and especially the automatic 
processing for document structure analysis and character 
recognition. 
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