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Abstract 
The “Distributed Custodial Archival Preservation 

Environments” project, DCAPE, proposes a framework to support 
institution-specific preservation policies and to build a distributed 
production preservation environment that meets the needs of 
archival repositories for trusted archival preservation services. 
The project focuses on the development of trusted digital 
repositories driven by institutional policies that can be highly 
customized.  The DCAPE team is composed of technologists and 
archivists from state archives, university archives, and cultural 
institutions. Our approach is based on the emerging ISO/DIS 
16363 standard on "Audit and Certification of Trustworthy Digital 
Repositories." The services proposed follow a particular flavor of 
microservices and rules, based on an iRODS [1] implementation. 

The DCAPE framework is built on a state-of-the-art rule-
based data management system. The system provides developers 
with the mechanism to design customized workflows as rules that 
will be executed by the internal rule engine. The DCAPE project 
hides the complexities of designing these rules and provides a 
user-friendly interface for users to select from the list of pre-
defined rules to implement their policies. These policies can be 
applied at an institution level or at the collection level. In this 
paper, we will discuss the design of the framework, the 
preservation workflow, and the interface. 

1. Introduction 
The goal of the DCAPE project is to build a distributed production 
preservation environment that meets the needs of archival 
repositories for trusted archival preservation services for electronic 
records. The project is built on the philosophy that individual 
archival repositories may not have the resources and skills 
necessary to build and maintain an internal digital preservation 
system.  The DCAPE preservation environment is built on top of a 
trusted digital repository infrastructure that is assembled from a 
rule-based data management system, commodity storage systems, 
and sustainable preservation services.  
Every institution or archive has its own policies to manage its 
preservation environment and records. These policies usually 
include management of archival storage, validation, and 
trustworthiness. The enforcement of these policies is typically 
labor-intensive, and the implementation of these policies as 
automated processes requires strong technical skills. The DCAPE 
project plans to solve these two problems together by offering a set 
of services that are deemed to be essential among archivists, and 
by providing an interface for the archivists to manage these 
services as their repository’s policies. These services are 
implemented as rules in the preservation environment and these 
machine-actionable rules are designed to be highly customizable 
by the archivists through the DCAPE interface. 

The DCAPE project is a collaborative effort involving multiple 
“medium-scaled” preservation communities who share the explicit 
goal of defining the common set of services that are needed by all 
participating institutions (state archives, university archives, 
cultural institutions, etc.).  The team is also formulating workflows 
that will allow each DCAPE user to make choices about the 
preservation environment that meet their own unique needs.  The 
team conducted an assessment of OAIS capabilities relevant to the 
project, based on requirements from their own institutions. This led 
to a specification with close to 100 policies.  The team then 
selected an initial set of 52 policies to focus on for the initial 
system development. Out of these 52 policies, a working subset 
was extracted, consisting of approximately 26 rules (see Appendix 
1 for details). A research testbed and an SLA (service-level 
agreement) were also established so that records from the partner 
institutions could be loaded into a testbed. 

2. The DCAPE Framework 
The DCAPE Framework is built on top of the iRODS middleware 
system. iRODS provides the capability to build a distributed 
preservation environment.it’s the iRODS rule engine allows users  
to customize rules to manage the records.  The team separated the 
DCAPE resources into three different functional areas: (1) Virtual 
Loading Dock, (2) Preservation Area, and (3) Reference Room. 
Each functional area serves different purposes through the life 
cycle of the records in the collections. The Virtual Loading Dock is 
used as a staging area for users to manage Submission Information 
Packages (SIPs). The records that are submitted by the record 
providers will be examined and cleaned at this phase. The system 
might ask the providers to re-submit a record if it is infected by 
virus or corrupted during the transmission. Once a SIP is accepted, 
DCAPE will generate the corresponding Archival Information 
Package (AIP) and store it in the Preservation Area. The 
Preservation Area is meant to be used for long-term preservation, 
and is not accessible to the public. The main task at this stage is to 
ensure the integrity and stability of the record. Replication for 
disaster prevention is handled at this stage. If an AIP is approved 
to be shared with the public, the AIP will be re-packaged as a 
Dissemination Information Package (DIP) and moved to the 
Reference Room. The Reference Room is an area that could be 
accessible by the public.   Users who are interested in the record 
will have the opportunity to download the record from the 
Reference Room. Figure 1. illustrates the framework. V1, P1, and 
R1 are physical storage resources that are all managed by iRODS. 

3. The DCAPE Capabilities and Rules 
To build a digital preservation service, one has to decide what 
capabilities a service needs to support. The DCAPE team initially 
focused on the implementation of a set of capabilities that were 
deemed the most essential across the partner archival institutions. 
The project archivist partners had a series of discussions and 
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defined a set of common capabilities [2] that were desired across 
the various institutions. These capabilities were stated in “plain 
English” and handed to the DCAPE rule development team to 
translate them into machine-actionable iRODS rules. Not all of 
desired capabilities can be implemented as machine-actionable 
rules. Some capabilities are functional statements instead of rules. 
For example, DCAPE capability #24 states, “We need a search 
interface.” Further work will need to be done by the project team 
to develop a search interface for the Reference Room.  
Specifically, the team will need to identify data and metadata that 
will be searchable, and will need to develop a mechanism for 
conducting the search. Other capabilities can be easily translated 
into rules. For example, DCAPE capability #5 states, “We need to 
do a virus check when the record is ingested.” A rule for this 
capability will trigger a virus check procedure to examine the 
record after the file is uploaded to the environment.   

An iRODS rule has four components (trigger, condition, chain of 
workflow, and recovery chain). The trigger is an iRODS action 
definition. It could be an action to upload a file or an action to 
remove a file. The rule will be triggered if the defined action takes 
place and the specified condition is also satisfied. Once the rule is 
triggered, it will execute the chain of the workflow that is 
composited by micro-services. The chain of workflow could 
contain multiple micro-services and even other chains of 
workflows within it. Micro-services are small procedures that 
perform a certain task. Micro-services could also invoke some 
external tools, like JHOVE and DROID, to perform some 
preservation related procedures. If an error occurs during the 
execution of the workflow, the recovery chain will be performed. 
Figure 2. shows some of the initial services the DCAPE team 

intends to deliver in each functional area. The team will wrap 

open-source software as micro-services to provide some of these 
services. For example, the team can use FITS [3] to integrate other 
tools to do file type validation and metadata extraction. In terms of 
preservation metadata, iRODS provides a very flexible metadata 
structure. DCAPE users can add user-defined metadata at the 
collection or at the object level. If there are certain metadata 
formats a DCAPE user would like to apply to its records, whether 
it is PREMIS [4] or METS [5], a template can be pre-defined and a 
preferred format can be chosen. 

Most of the services are specific for a certain functional area, but 
there is one service that the project team considered to be essential 
for all three functional areas. Integrity is an essential component of 
a trusted digital repository, so all of the functional areas will have 
an audit trail. The audit trail will provide the evidence of what has 
taken place in the repository. iRODS supports audit trails and 
tracks processing at the object level. The DCAPE team is also 
working on giving users the flexibility to decide which actions they 
want to track. 
Besides the services mentioned in Figure 2., the team will also 
design some recovery services into the workflow for users to 
choose when something abnormal takes place. Figure 3. is an 
example of how to deal with the situation when a virus is detected 
in a record. Users have the ability to weigh in and decide how they 
would like this virus-infected record to be treated. If the preference 
is specified in a pre-defined way, the system will execute the 
workflow automatically, run the procedure and notify users 
directly. 

4. The DCAPE Interface  
The DCAPE partners also identified the need for a customizable 
interface to manage their repository policies. This is a key aspect 
of the development, as well as a time-consuming endeavor. The 
goal is to hide the details of the rules and give the users an easier 
way to manage their policies. There are some policies that are used 
by all the institutions, but there are some special policies that are 
unique to each institution. The goal is to give archivists the 
flexibility to manage policies at the collection level or even at the 
repository level. The DCAPE interface provides a policy template 
for users to select desired policies and associate them with certain 

Figure 1. The DCAPE Framework 

Figure 2. The DCAPE Proposed Services 
 

Figure 3. Virus Check Workflow 
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collections. Figure 4. is a snapshot of the DCAPE interface 
prototype. Archivists can use radio buttons to decide whether they 
want this service to be applied to the collection or not. They can 
also save policies and apply the saved policy set to another 
collection in the future. 
The DCAPE interface not only provides the ability to customize 
the preservation workflow, it also shows the archivist the status of 
the records, and the metadata,. Figures 5. through 6. represent 
snapshots of these features. 

 

5. Summary 
A trusted digital preservation service with customizable policies is 
a very useful and innovative capability for archivists. The DCAPE 
team has successfully demonstrated a proof of concept and 

prototype on how to use the DCAPE interface to customize the 
policies for the repository. The project is currently adding 
additional services and refining the DCAPE interface to give users 
an optimized usage experience. The team is also working on 
developing a business model that will lead to hosted trusted digital 
repository services. 
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Figure 4. The DCAPE Interface – Apply Policy 

Figure 5. The DCAPE Interface – Status and Error Report 
 

Figure 6. The DCAPE Interface – Metadata 
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Appendix 1 
 

Mapping from 52 “OAIS Criteria” to “ISO/DIS 16363 Items” to “Machine-Actionable Rules” to an initial set of 26 “DCAPE 
Items” 

 
ISO/DIS 16363 Items are referenced from: 

http://wiki.digitalrepositoryauditandcertification.org/bin/view/Main/CombinedMetricsDocumentsFollowingFaceToFace 
 

OAIS Criteria ISO/DIS  
16363 Items DCAPE Machine-Actionable Rules DCAPE Items  

1. Address liability and challenges to 
ownership/rights.  

A3.2.2 
A5.1.3 
A5.1.4 
A5.2 

Map from submission template to access and distribution 
controls 

 

2. Identify the content information and 
the information properties that the 
repository will preserve.  

B1.1 
B1.1.2  

Define templates that specify required metadata and 
parameters for rules that are required to enforce properties 

DCAPE 4  

3, Maintain a record of the Content 
Information and the Information 
Properties that it will preserve.  

B1.1.2  
Link submission and policy templates to the preserved 
collection 

 

4. Specify Submission Information 
Package format (SIP)  

B1.3  
Define templates that specify structure of a SIP and required 
content of a SIP. 

DCAPE 3  

5. Verify the depositor of all materials.  B1.4  
Ingest data through a staging area that has a separate account 
for each depositor. 

DCAPE 1  

6. Verify each SIP for completeness 
and correctness  

B1.5  Compare content of each SIP against template. DCAPE 6  

7. Maintain the chain of custody during 
preservation.  

B1.6  
Manage audit trails that document the identity of the archivist 
initiating the task 

DCAPE 8  

8. Document the ingestion process and 
report to the producer  

B1.7  Send e-mail message to producer when process flags are set. DCAPE 22  

9. Document administration processes 
that are relevant to content 
acquisition.  

B1.8  Maintain list of rules that govern management of the archives DCAPE 10  

10. Specify Archival Information 
Package format (AIP)  

B2.1 
B2.1.1  

Define templates that specify structure of an AIP and required 
content of an AIP. 

DCAPE 13  

11. Label the types of AIPs.  B2.1.2  Store AIP type with each collection.  

12. Specify how AIPs are constructed 
from SIPs.  

B2.2  
Define transformation rule based on parsing of SIP template 
and AIP template 

DCAPE 13  

13. Document the final disposition of 
all SIPs  

B2.3 
B2.3.1  

Maintain an audit trail for all SIPs DCAPE 14  

14. Generate persistent, unique 
identifiers for all AIPs.  

B2.4 
B2.4.1 
B2.4.1.1 
B2.4.1.2 
B2.4.1.3 

Define unique persistent logical name for each AIP  

15. Verify uniqueness of identifiers.  
B2.4.1.4 
B2.4.1.5  

Identifier uniqueness enforced by algorithm that assigns 
identifiers 

 

16. Manage mapping from unique 
identifier to physical storage 
location.  

B2.4.2  
Storage location mapping enforced by iRODS data grid 
framework 
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17. Provide authoritative representation 
information for all digital objects.  

B2.5  
Define template specifying required representation 
information. 

 

18. Identify the file type of all 
submitted Data Objects.  

B2.5 
B2.5.1  

Apply type identification routine to each object on ingestion. DCAPE 7  

19. Document processes for acquiring 
preservation description 
information (PDI)  

B2.6 
B2.6.1  

Define rule set that will be applied to extract PDI.  

20. Execute the documented processes 
for acquiring PDI.  

B2.6.2  Apply PDI rules specific to a collection.  

21. Ensure link between the PDI and 
relevant Content Information.  

B2.6.3 
B2.7 
B2.7.1 
B2.7.2 
B2.7.3  

Set PDI extraction flag as part of PDI extraction rules.  

22. Verify completeness and 
correctness of each AIP.  

B2.8  Compare AIP against template for required content. DCAPE 14  

23. Verify the integrity of the 
repository collections/content.  

B2.9  
Periodically evaluate checksums and compare with original 
checksum value. 

DCAPE 17  

24. Record actions and administration 
processes that are relevant to AIP 
creation.  

B2.10 
B3.1 
B3.2 

Maintain an audit trail of processing steps applied during AIP 
creation. 

DCAPE 21  

25. Specify storage of AIPs down to the 
bit level.  

B4.1  Identify form of container used to implement an AIP.  

26. Preserve the Content Information of 
AIPs.  

B4.1.1  Manage replicas of each AIP  

27. Actively monitor the integrity of 
AIPs.  

B4.1.2  Periodically evaluate checksums.  

28. Record actions and administration 
processes that are relevant to AIP 
storage.  

B4.2 
B4.2.1  

Maintain an audit trail of processing steps applied during AIP 
storage. 

DCAPE 21  

29. Prove compliance of operations on 
AIPs to submission agreement.  

B4.2.2  
Parse audit trails to show all operations comply with 
submission rule template 

DCAPE 18  

30. Specify minimum descriptive 
information requirements to enable 
discovery.  

B5.1  Define submission template for required descriptive metadata.  

31. Generate minimum descriptive 
metadata and associate with the 
AIP.  

B5.2  
Apply rule to extract metadata specified within submission 
agreement. 

DCAPE 11  

32. Maintain link between each AIP 
and its descriptive information.  

B5.3 
B5.3.1  

Package descriptive metadata within the AIP as an XML file  

33. Enforce access policies.  B6.1  Authenticate all users, authorize all operations DCAPE 9  

34. Log and review all access failures 
and anomalies.  

B6.1.1  Periodically parse audit trails and summarize access failures DCAPE 23  

35. Disseminate authentic copies of 
records  

B6.2  
Define template to specify creation of a Dissemination 
Information Package (DIP) 

DCAPE 26  

36. Maintain replicas of all records, 
both content and representation 
information  

C1.1.2  
Periodically snapshot metadata catalog, and maintain at least 
two replicas 

DCAPE 15  

37. Detect bit corruption or loss.  C1.1.3  Periodically validate checksums DCAPE 12  
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38. Report all incidents of data 
corruption or loss and 
repair/replace lost data  

C1.1.3.1  
Periodically synchronize replicas, and generate and store 
report 

DCAPE 16  

39. Manage migration to new hardware 
and media  

C1.1.5 Replicate AIPs to new storage system DCAPE 19  

40. Document processes that enforce 
management policies  

C1.1.6  
Maintain copy of the rule base and micro-services used for 
each collection 

 

41. Document changes to policies and 
processes  

C1.1.6.1  Version policies and micro-services  

42. Test and evaluate the effect of 
changes to the repository's critical 
processes.  

C1.1.6.1.1 
C1.2  

Version state information attributes.  

43. Synchronize replicas  C1.2.1  Periodically synchronize replicas  

44. Delineate roles, responsibilities, and 
authorization for archivist initiated 
changes  

C2.3  
Define archivist roles and limit execution of preservation 
procedures to the archivist role 

 

45. Maintain an off-site backup of all 
preserved information  

C2.4 
B2.5.2  

Federate two independent iRODS data grids and replicate 
digital holdings 

 

46. Maintain access to the requisite 
Representation Information.  

B2.5.3 
Manage Representation Information as metadata attributes on 
each record 

 

47. Maintain and correct problem 
reports about errors in data or 
responses from users.  

B6.2.1 
C1.1.1  
C1.1.1.1 
C1.1.1.2 
C1.1.1.3 
C1.1.1.4 
C1.1.1.5 
C1.1.1.6 

Parse audit trails for unsuccessful operations and design 
appropriate micro-service recovery mechanisms 

 

48. Provide a search interface.   Provide a search interface. DCAPE 24  

49. Perform a virus check.   Perform a virus check. DCAPE 5  

50. Implement a loading dock.   Implement a loading dock. DCAPE 2  

51. Migrate records to new formats.   Migrate records to new formats. DCAPE 20  

52. Create and certify Dissemination 
Information Packages.  

 Create and certify Dissemination Information Packages. DCAPE 25  
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