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Abstract

The increasing availability of digitized archives presents new
opportunities for scholarly research, yet effective reuse of these
resources requires infrastructure that is interoperable with open
data. This paper presents a novel annotation platform for the
scholarly research on visual material, based on a customization of
the ResearchSpace platform. By directly integrating images served
via the IIIF Image API (v2/v3), the system ensures a high level of
digital provenance and source reliability, crucial for research in
history-oriented humanities.

The paper outlines the platform’s technological framework,
highlighting how its architecture fosters deep scholarly engagement
with digitized materials and exploring the potential applications of
annotation outcomes. Additionally, it discusses the challenge of
streamlining the connection between researchers and digitized
archives. Future improvements will focus on automating metadata
integration and tackling interoperability challenges across diverse
data models.

Context and Research Objective

The increasing availability of dereferenceable resources (e.g.,
IIIF, CTS, DTS) from digitized archives presents new opportunities
for scholarly research. For historically oriented humanities, where
scholarly arguments rely on accessible primary sources, digital
archives provide a crucial foundation. Provenance has always been
a key concern in historical research, and while open access digitized
archives ensure reliability at the source level, existing scholarly
workflows struggle to integrate and reference digitized sources
effectively. While digital publishing platforms like the Journal of
Digital History [1] introduce the “Hermeneutics” layer, demonstrate
how scholars can dynamically present and transform sources
directly from digital repositories, marking a paradigm shift in how
digital archives support scholarly argumentation.

This paper introduces our ongoing development of a linked
data scholarly annotation platform designed to integrate vast online
resources from digitized archives into art-historical research. Our
platform facilitates an end-to-end workflow for incorporating
content shared through the IIIF Presentation API (v2/v3) into
scholarly activities such as source collection, visual observation,
comparison, and dataset publication. It was developed as part of a
digital scholarly edition of The Panorama of the Battle of Murten
(1894) by Louis Braun (1836-1916), which was digitized in 2023 at
1,000 dpi and fully processed in June 2024 by eM+, EPFL [2].

Source-centric Scholarly Annotation
Methodology

While historical research is characterized as “the procedure of
explaining an event by tracing its intrinsic relations to other events”
[3], we conceptualize art-historical research as “to trace the intrinsic
relations of an image to the situated network of visual origins”. In

the contemporary digital research environment, this process relies
on the integration of multiple domain-specific systems. A scholarly
statement relies on the flow of information from upstream digital
resources, including digital archives, that provide digital
representations and metadata, and linked vocabulary resources.

Digital provenance and collaborative scholarship

Digital provenance is best ensured through a seamless data
chain from archival sources to scholarly publication. The collecting
institution tracks the primary provenance and publishes metadata for
a cultural heritage object, followed by a mass digitization project
that creates its digital representation. An interoperable framework
ideally facilitates the flow of metadata and digital representations
into the research environment, providing researchers with trusted
resources for analysis. Within this environment, researchers
generate scientific artifacts, such as annotations or code-generated
charts, which can then be submitted to peer-reviewed digital
publishing venues. This process avoids generating derivative
representations by using code to describe transformations applied to
the original resource. Such an approach ensures that metadata and
digital representations from the collecting institution are fully
integrated into the research lifecycle, minimizing destructive
derivatives, as highlighted in the Yellow Milkmaid Syndrome [4].

In a source-centric scholarly annotation methodology, linked
vocabulary resources, such as Pleiades, ICONCLASS, VIAF, and
Wikidata, play a critical complementary role. These rigorously
curated and citation-backed authorities offer essential contextual
information. Grounding annotations in these structured vocabularies
enhances the reliability and traceability of scholarly interpretations
derived from primary sources. A common annotation practice
involves linking a vocabulary resource as an external resource in the
Web Annotation Data Model to a specific area of interest (e.g., an
image or text fragment) using oathasBody and oa:hasTarget
respectively. (See Fig. 1)

Annotation in digital humanities

In digital humanities, annotation serves multiple roles, from
scholarly primitives [5] to publishable scholarly contributions, such
as editions and gloss. The former, often lightweight, portable, and
efficient, typically employs simpler data models or semantic
shortcuts to facilitate labelling. It often functions as an intermediate
layer in the research process, for example, distant viewing projects
and machine learning datasets creation. The latter positions
annotations as first-class scholarly entities, emphasizing systematic
commentary and custom data models to capture domain-specific
knowledge patterns, document scholarly assumptions, interpretative
criteria, and sources.

Scholarly annotation can be categorized as what Clifford
Geertz called “thick description”, as put by Oldman et al [6], in
which such information offers a richer, layered interpretative
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Figure 1. Conceptual diagram of the Source-centric Scholarly Annotation Methodology in a digital research environment (figure created by author)

approach with context, situated at the boundary between structural
and anti-structural information.

Requirements for a digital scholarly

annotation system
To support the latter form of annotation outlined above, we

identified the following key requirements for a digital scholarly

annotation system:

R1. Direct incorporation of dereferenceable resources:
Annotations must be linked to digital archival materials,
supporting encoding full-object level or segment level (Point
of Interest, POI) annotations as interoperable linked data.

R2. Support for historical research workflows: The system
must accommodate research patterns such as source
collection, collation, comparison, and scholarly interpretation
across sources.

R3. Interoperability and reusability: Research outputs should
be available as linked data, supporting reuse in federated
queries or integration with other applications.

R4. Flexible ontology management: Scholars make different
forms of annotations at varying depths. Being able to import
additional ontology and customize data model enhances the
flexibility and expressiveness of digital scholarly annotation
systems.

Related Work

Existing open-source annotation libraries such as Mirador-
Annotations [7], a Mirador 3 plugin, and Annotorious [8] allow
semantic annotations on IIIF resources but do not facilitate source
collection and description. With custom development, Mirador
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Annotations can support diverse domain annotation data models
(e.g. conservation studies, text interpretation) [9], [10].

Other platforms, such as HyperImage [11] and Tropy [12],
incorporate IIIF resources and offer source collection features but
lack web-based interoperability. Geovistory [13], a collaborative
research and data publication environment, provides ontology
extension management but primarily supports text-based materials.

Our Approach
We evaluated multiple approaches for implementing a linked

data scholarly annotation system. While modular open-source stacks

offer flexibility [14], they require extensive integration work.

Alternatively, we chose developing from a single open-source

Knowledge Graph Management Platform (KGMP) [15] to lower

development and deployment overhead.

Among KGMPs, we identified ResearchSpace [16] as particularly

well-suited because it uniquely supports:

e A built-in CIDOC-CRM framework for describing cultural
fact (objects, events, actors etc.)

e  Forms that enable the functionality of a Digital Asset
Management System (DAMS) and Collections Management
System (CMS)

e An IIIF image server based on digilib [17] paired with a
Mirador 2 viewer with Mirador Annotation

e  An integration of a triplestore and SPARQL endpoint for
federated query

e A template-driven application development framework based
on React]S

e  An ontology management and data model customization tool



The ResearchSpace annotation tool is built on Mirador
Annotations, where Web Annotation data is transformed into
CIDOC-CRM and CRMdig-based RDF triples via a React]S
component. It also includes a reverse mapping to Web Annotation
to support the rendering of annotations within the Mirador viewer.
This bidirectional mapping facilitates interoperability between
CIDOC-CRM and IIIF resources, despite CIDOC-CRM not being
officially implemented in JSON-LD.

Our platform development involves both data modeling and
software engineering. The data modeling follows a middle-out
approach [18], combining ground-source-driven (bottom-up) and
literature-based (top-down) methods. The resulting model is
expressed in CIDOC-CRM and its extensions to ensure familiarity
for humanities researchers and museum curators. The software
engineering process follows an iterative development model,
incorporating feedback from domain experts through workshops.

Implemented Features of the Scholarly

Platform

1. IIIF Image Service Importer: ResearchSpace features a
local image library with IIIF image API support through
digilib, but it lacks native integration for external IIIF
resources. To address this, we utilize the REST Sail
abstraction service to parse IIIF manifests, enabling users to
select a target image from a multi-canvas manifest. (See Fig.
2) The selected image is instantiated as an
rso:EX Digital Image object (conforming to
crm:E36 Visual Item and crmdig:D1_Digital Object) and
serves as the subject for subsequent scholarly statement
assertions (see Table Incorporating IIIF resources in CIDOC-
CRM RDF).

romiif manifest

Figure 2. Screenshot of the IlIF Image Importer

2. Source Collection and Description: To support historical
source provenance, we adopt the WEMI levels from LRMoo
[19], allowing detailed provenance description, distinguishing
of source content, carrier and exemplar provenance. For each
externally imported IIIF resources, user can link the physical
carrier (crm:E18 Physical_Thing, lrmoo:F5_Item) and the
digital image with the property crmdig:L1_digitized.

3. SAM?2 Integration: To support researcher in creating fine-
grained annotation mask on the desired POI, we integrate
Segment Anything 2 (SAM2) [20] into the ResearchSpace
Mirador instance. Our SAM?2 is implemented as a server-side
service running on CPU, ensuring accessibility for users with
limited hardware resources.

4. Hierarchical Segment Observation: Segment observation is
essential in art historical research methodology such as
iconography [21], [22] and picture criticism [23]. Analyzing

how feature components or icon attributes evolve over time
and across contexts is essential for describing diachronic and
diatopic variations. Our platform enables users to assign
crm:P106_is_composed of to individual feature segments,
allowing the resulting knowledge graph to be queried and
visualized. (See Fig. 3)

Observed segment

Figure 3. Screenshot of Hierarchical Segment Observation

5. Scholarly Assertion Pattern: The structure of scholarly
assertions encompasses multiple possible facts, source
support, and a source interpretation criterion [24], [25], [26].
Our implementation models scholarly assertions as
crm:E13_attribute assignment and crminf:I1_argumentation.
Each assertion is explicitly recorded as a statement attributed
to a specific user, who can provide scholarly justification.
(See Fig. 4) The contribution will be minted as a PURL
(w3id.org) to ensure its persistence as a citable resource, with
the possibility to assign a Handle or DOI for enhanced
resolvability. Over time, the annotation platform accumulates
diverse and potentially contrasting statements from different
users, enabling a dynamic and multi-perspective scholarly
discourse.

Segment observation

Observed segment

Figure 4. Screenshot of Segment Observation as scholarly assertion. A user
can provide a source to support a particular segment observation
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Embodying Scholarly Annotations in the

Network of Digitized Archives

See Fig. 5 demonstrates that our platform enables scholars to
analyze variations in historical visual narratives situated in the
network of sources from digitized archives. For instance, the plot
feature of a group of women spared by Swiss soldiers in the Battle
of Murten panorama differs across 15th (Mss.h.h.1.3,
Burgerbibliothek Bern), 16th (ZF 18, Aargauer Kantonsbibliothek),
and 19th century (Murten Panorama) exemplars, reflecting an
evolving cultural background. The POIs are displayed directly using
the IIIF Image API on e-codices [27] and our custom IIPImage
implementation, which serves the 1.6-terapixel (3,805,340 x
425,000) digital twin.

Demonstrator

Our annotation platform is being developed for the linked data
digital scholarly edition of the Panorama of the Battle of Murten,
which will involve contributions from museum curators, historians,
and digital humanists. Physically measuring 10 x 100 meters
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approximately, the 1.6-terapixel digital twin is a rich and intricate
image encompassing a wide range of content including plots, real-
world places, people, heraldic representations, objects, costumes
with their iconographies traceable to museum collections, illustrated
chronicles, and historical documents.

The edition will integrate sources from across digitized
archives, including but not limited to e-codices, the Bavarian State
Library [28], and e-rara [29]. Scheduled for launch in June 2025, it
will provide multiple data access formats, including a knowledge
base portal, a storytelling interface, and a SPARQL endpoint.

Limitation and discussion

1. IIIF manifest versioning: Fundamentally, the IIIF Image
Service URI is not considered a persistent URI. To mitigate
potential issues caused by URI changes, the platform also
stores the persistent parts —Manifest and Canvas URIs.
However, there is currently no mechanism in place to detect
or handle any changes to these URIs.

2. Scholarly contribution versioning: The current
ResearchSpace build supports tracking change events but
does not preserve historical content states. Alternatively,
following CIDOC-CRM’s open-world assumption, it is
possible to implement a non-deletable system where each
update is treated as the addition of a new scholarly assertion.

3. Problem of metadata flow: As outlined in our source-centric
scholarly annotation methodology, the ideal information flow
between digitized archives and the research environment
should be machine-driven. However, this remains an open
challenge due to the diverse data models employed by
different archives, unlike the IIIF Image Service, a unified
importer is difficult to develop and maintain.

4.  Issue with ResearchSpace: While building on
ResearchSpace allows rapid prototyping, its monolithic
structure presents challenges. For example, Blazegraph’s
quad-mode limitations prevent enabling its reasoner. Attempts
to replace Blazegraph with Apache Jena [30] were
unsuccessful due to SPARQL compliance differences.

Conclusion

Our linked data scholarly annotation platform enhances the
integration of digitized archival resources with art-historical
research. By building upon ResearchSpace and leveraging IIIF
Image API, CIDOC-CRM, and SAM2, we provide scholars with an
interoperable environment for source collection, visual analysis, and
structured scholarly assertions. Future work will focus on
automating metadata integration and addressing infrastructure
limitations.

Incorporating llIF resources in CIDOC-CRM RDF

<https://w3id.org/murtenpanorama/resource/image/e7c3d
3c0-9ee2-4e8d-8c2a-2ffc7833a51c>

a rso:EX_Digital_Image;

crm:P138_represents
<https://w3id.org/murtenpanorama/resource/visual_sourc
e/3a5fe7c5-c2b9-4654-bc1a-6be0978e€9867>;

crm:P129i_is_subject_of
<https://w3id.org/murtenpanorama/resource/image/e7c3d
3c0-9ee2-4e8d-8c2a-2ffc7833a51cl/iiif_image>,




crmdig:L60i_is_documented_by
<https://w3id.org/murtenpanorama/resource/image/e7c3d
3c0-9ee2-4e8d-8c2a-2ffc7833a51c/digitization_process>;

<https://w3id.org/murtenpanorama/resource/image/e7c3d
3c0-9ee2-4e8d-8c2a-2ffc7833a51cl/iiif_image>

a crmdig:D1_Digital_Obiject;

crm:P2_has_type <http://iiif.io/api/image>;

crm:P129i_is_subject_of <https://www.e-
codices.unifr.ch/loris/bbb/bbb-Mss-hh-10003/bbb-Mss-hh-
10003_767.jp2>;

crm:P165i_is_incorporated_in <https://www.e-
codices.unifr.ch/metadataliiif/bbb-Mss-hh-
10003/manifest.json>,

<https://www.e-codices.unifr.ch/metadataliiif/bbb-Mss-

hh-10003/canvas/bbb-Mss-hh-I0003_767.json> .

<https://www.e-codices.unifr.ch/metadata/iiif/bbb-Mss-hh-
10003/canvas/bbb-Mss-hh-10003_767.json> a
crmdig:D1_Digital_Object;

crm:P2_has_type <http://iiif.io/api/presentation#Canvas>

<https://www.e-codices.unifr.ch/metadataliiif/bbb-Mss-hh-

10003/manifest.json> a crmdig:D1_Digital_Object;
crm:P2_has_type

<http://iiif.io/api/presentation#Manifest> .

<https://w3id.org/murtenpanorama/resource/image/e7c3d
3c0-9ee2-4e8d-8c2a-2ffc7833a51c/digitization_process>
a crmdig:D2_Digitization_Process;
crmdig:L1_digitized
<https://w3id.org/murtenpanorama/resource/item/a8f2ed3
8-902d-4c8f-8bc0-6c8735ef88e7> .
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Concept

Figure 6. Screenshot of our customized ResearchSpace data viewer,
showcasing a recurring plot concept from See Fig. 5. The viewer provides a
raw data view for any URI minted on the system. Our customization enables
users to quickly explore all exemplars of this plot concept within the system,
alongside the contribution pattern of subplots and attributes to each exemplar





