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Abstract
An image-based relighting algorithm has been extended so

that it can accommodate environment based lighting. Camera
mounted flash photographs, employed in the original relighting
algorithm, are also used to achieve the environment map based
relighting results. In addition to preserving the simple equipment
and setup utilized in the original relighting approach, the new
method allows professional studio lighting effects, simulation of
museum gallery illumination, and outdoor lighting at particular
times of the day and year.

Introduction
Image-based rendering, used in combination with pho-

togrammetry, is a powerful way to document cultural heritage
artifacts. Photographs of the object are first taken and the orig-
inal camera positions are determined from the pictures using pho-
togrammetric techniques. Careful blending [1] of the photographs
using image-based rendering techniques allows one to observe the
object from a position where no pictures were initially taken. In
comparison to other computer graphic techniques, the result is
faithful to the original pictures because it is derived directly from
them.

When the pictures are taken using a camera mounted flash
the object can also be relit. Simple point lighting can be achieved
by combining the original photographs according to their prox-
imity to the ideal specular direction, incorporating their position
relative to a virtual light source instead of just their location with
respect to a desired viewing position [2]. This approach has prac-
tical advantages when compared to other relighting methods be-
cause the equipment necessary is simple and the photographic
skill required is not high. New lighting setups and photographic
poses can also be created at a later date using the original flash
pictures.

In this paper we demonstrate how to extend the flash-based
image relighting technique so that it supports full environment
map based lighting. This approach has the advantage of provid-
ing the lighting facilities of a professional photographic studio. It
also makes it possible to visualize how the object will look in a
variety of environmental situations. This allows a museum profes-
sional to consider how the artifact will look in a particular gallery
circumstance, and it permits an archeologist to consider lighting
determined by the hour of the day or even the time of the year.

Related Work
Environment maps were first introduced by Blinn and

Newell as “reflection maps” for rendering perfect mirror reflec-
tions of an environment on a surface [3]. Miller and Hoffman
later described how to simulate reflections of an environment
by other, more diffuse kinds of surfaces [4]. Debevec recently
showed how to perform environment-based lighting using a high-

dynamic-range environment texture [5]. There are various image-
based acquisition techniques that produce a parameterized mate-
rial which can be lit by an environment using traditional tech-
niques such as these (for instance, Debevec et al. [6]).

Recently, Schwartz et al. showed that a bidirectional texture
function (BTF) acquired from photographs can be environment-
mapped [7]. However, to acquire a BTF means photographing the
object from many combinations of viewing and lighting direc-
tions, which is not practical without the use of expensive gantries.
Ludwig and Meyer developed a method for applying high dy-
namic range environment maps to reflectance transformation im-
ages [8]; however, in such a representation, the viewpoint is fixed,
so while this method is effective for 2D objects, it does not pro-
vide general 3D viewing. What is missing is a truly image-based
technique that preserves the photographic quality of the images
of the object, which supports free-viewpoint rendering simultane-
ously with relighting, using a photographic configuration that is
practical for cultural heritage.

Our previous work discussed different ways of capturing
image-based reflectance, but focused on backscattering, a tech-
nique in which the light source is attached to the camera, which
can be as simple as a commercially-produced camera with a built-
in flash [2]. It was noted that several approaches have used
backscattering configurations where the camera and light source
are fixed and the object turns to expose multiple viewpoints.
These methods ultimately fit the backscattering images to a pa-
rameterized model, so they could be rendered using existing en-
vironment map based relighting techniques, as was demonstrated,
for instance, by Riviere et al. [9]. However, all of these prior
works have either imposed limitations on the reflectance model
[10] [11] [12] [13] or the geometry [14] [9].

Image-Based Rendering with Relighting
The initial steps necessary to apply the image-based relight-

ing technique are straightforward. A set of flash pictures are
taken, and the photographs are processed using a commercial pho-
togrammetry tool such as Agisoft Photoscan to obtain the camera
locations and the object mesh. If necessary, a diffuse texture map
for each picture can be obtained relatively easily (see our recent
paper [2] for details), and the specular residual for each image is
then determined by subtracting the diffuse contribution for that
photograph from the original flash picture.

Projective texture mapping is then used to map the specular
residuals onto the geometric mesh of the object, blending them as
they are being projected. In spirit, it is similar to the light field ren-
dering algorithm proposed by Buehler et al. [15] and improved by
us in a recent publication (Berrier et al. [1]). However, to achieve
relighting, the images are weighted based on the similarity of the
image’s halfway vector to the virtual halfway vector, not the sim-
ilarity between the viewing vectors as is the case for light field
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Figure 1. A synthetic image of a child’s tiger hat (67 views). A video of the

hat with relighting is available here: VIDEO LINK

rendering.
This is done because a large category of reflectance models

are based on microfacet distributions, which means that the most
important variable in the BRDF is the halfway vector that bisects
the viewing direction and the lighting direction. Given the view-
ing direction v and the illumination direction l, the halfway vector
is computed as:

h =
l+v
||l+v||

(1)

A heuristic is then evaluated to find the blending weight for
each photograph, using h, the virtual halfway vector between the
desired viewpoint and light source, and hi, the actual halfway vec-
tor between the real viewpoint and light source in the ith original
photograph [2]:

w(i) =
1

1− (hi ·h)α
−1 (2)

Two examples rendered using the image-based relighting al-
gorithm are shown in Figure 1. These images were rendered using
α = 16 in the heuristic weighting function. Each image was lit by
three distinct virtual point light sources shining at the object from
different directions. Neither example in Figure 1 has a Lambertian
diffuse component, so the results were obtained by simply blend-
ing the original flash photographs. In both cases the results are
superior to the simple diffuse texture mapping that is commonly
used in cultural heritage work.

Extending the Relighting Capabilities
There are a couple of reasons why it is important to extend

our novel image-based rendering system so that it supports envi-
ronment map based relighting. The addition of this feature raises
the lighting proficiency of the system to the same level as its repre-
sentational capability. It also means that it is possible to duplicate
professional lighting setups that are used in photography studios
and on movie sets. This extension of the system’s lighting abilities
is also critical in order to fully appreciate the surface reflectance

properties of the materials from which the object is constructed.
This ability to better appreciate the color appearance of an ob-
ject is also important when fitting a spatially varying reflectance
function to the object’s surface.

In general, all that needs to be done to support such light
sources is a change to the weighting function. Currently, for point
light sources, the closer the halfway vector in the sample pho-
tograph is to the halfway vector of the virtual light source, the
higher the weight. For an environment map, the weights are in-
stead based on a lookup into the environment map.

First, for each sample photograph, the halfway direction h is
computed. Next, given the virtual viewing direction v, the light
vector l that corresponds to the halfway direction of the photo-
graph is computed by reflecting the view vector across the half
vector. Then, this light vector is used to perform a texture lookup
into the environment map to determine how much light is cast on
the object from that direction. Finally, the photograph is projected
onto the object and modulated by the environment map color.

Another way of looking at this technique is that it is essen-
tially an evaluation of the rendering equation [16] where the sam-
ple directions for the integral are determined by the photographs,
so that the photographs can then be referenced to find the BRDF
at each direction. There does remain a challenge of correctly nor-
malizing the sum of these samples, for which a good reference is
the total reflectance when illuminated by a uniform hemisphere.
Under an unstructured sampling procedure like ours, without any
correction, the total reflectance will be off by an arbitrary scaling
factor.

We address this scaling problem as follows. As in our previ-
ous work, we are basing the image-based rendering technique on
the Cook-Torrance model [17] for specular reflection:

RS(l,v) =
F(λ ,v)D(h)G(l,v)

4(n · l)(n ·v)
(3)

This equation expresses specular reflectance in terms of the
Fresnel reflectivity F(λ ,v), a microfacet distribution D(h) which
describes the probability of a microfacet normal facing in a par-
ticular direction, and a geometric attenuation factor G(l,v) that
accounts for masking and shadowing. For simplicity in this work,
we make an approximation that the Fresnel reflectivity F(λ ,v)
and geometric attenuation G(l,v) are constant:

RS(l,v) =
F0D(h)

4(n · l)(n ·v)
(4)

In order to normalize the sum of environment map samples,
each of which is associated with a halfway direction hi, we rear-
range the preceding equation to estimate the value of the micro-
facet distribution D(hi) for each sample:

D(hi) =
RS(li,vi)4(n · li)(n ·vi)

F0
(5)

RS can be obtained from the images as in our prior work [2].
The normal vector n can be derived from the scene geometry. The
vectors li,vi are the light and view directions under which the
original photo was taken. Because flash photography is used, both
li and vi are known from the camera locations returned by the
photogrammetry software.

The remaining variable is F0, which should be the specu-
lar reflectivity of the surface. Although our prior work estimated
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Figure 2. Image-based environment-mapping on a bronze statue of Kuan Yu. The environments used were, from left to right, a studio with color lights, a gallery

at the Minneapolis Institute of Arts, and an outdoor scene.

the reflectivity under the assumption that it was uniform over the
surface, for our new technique it is necessary to have a more ac-
curate spatially-varying reflectivity. We obtain this by using the
Levenberg-Marquardt algorithm [18] [19] to fit the parameters of
the Cook-Torrance model [17], including the specular reflectivity.
(We used the GGX distribution [20] as the model for the micro-
facet distribution D(h).)

Once we are able to obtain an estimate of the microfacet
distribution at each sample, we maintain a sum of microfacet
distribution values along with the sum of environment-map-
weighted photographs. If the sampling were unbiased and prop-
erly weighted, the sum of microfacet distribution values would
have summed to one. In reality, this will not be the case, but the
scaling factor can be corrected by dividing the weighted sum of
photographs by the sum of microfacet distribution values.

Finally, for best results, the environment map needs to be
blurred or downsampled to approximately the same angular reso-
lution with which the photographs were taken to prevent aliasing.
A good heuristic is that the environment map should have no more
pixels than there are photographs in the dataset. A convenient way
to achieve this is to specify a mipmap level when performing the
texture lookup in the pixel shader. If the original size of the en-
vironment map (as a single panoramic image) is W ×H and there
are n photographs of the object, then the appropriate mipmap level
L can be computed using the following formula:

L =
⌈1

2
log2 (WH/n)

⌉
(6)

Results
Figure 2 shows a bronze statue of Kuan Yu from the Min-

neapolis Institute of Arts lit under a variety of different illumina-
tion conditions, using 56 flash photographs. Each environment
has a noticeable effect on the appearance of the object, while pre-
serving the photographic quality of the original images.

Figure 3 shows a synthetic example in order to validate this
work. The object, a statue of Horus from the British Museum,
was downloaded from SketchFab1. The object’s reflectance was
set to be metallic and then the necessary flash photographs (100
views) were synthesized using the ray-tracing software LuxRen-
der2. LuxRender was also used to create a reliable rendering of
what the object should look like under various environments. Fig-
ure 3 compares the ray-tracing results with the result of real-time,
image-based rendering. The similarity of the results is evidence
for the validity of our image-based environment-mapping tech-
nique.

Future Work
Our technique lacks several lighting effects, specifically the

Fresnel effect at grazing angles and environment shadows. These
are more difficult to implement in real-time for environments than
for point lights, so they have been omitted in this work for sim-
plicity. However, implementing these features would improve the
quality of the rendering.

This work only considers environment maps assumed to be
infinitely far away from an object. This is a reasonable approx-

1https://sketchfab.com/models/
f16eb0a359aa4354af848744c6916c87

2http://www.luxrender.net
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Figure 3. Middle row: Image-based environment-mapping on a synthetic example (from left to right: studio with colored lights, gallery, outdoor scene). Bottom

row: The same scenes ray-traced for comparison.

imation for most lighting configurations made up of area light
sources illuminating a single object. There could, however, be
situations where an object needs to be lit explicitly using true area
light sources. A simple way to extend the approach presented here
would be with another simple change to the weighting function:
compute the light vector in the same way as for an environment
map lookup, and if it falls within the virtual area light source the
corresponding photograph would be given a weight of 1. All other
photographs are given a weight less than 1, based on their distance
to the boundary of the area light source, using a formula similar to
the one used with point light sources, to prevent sudden changes
in reflectance when a photograph moves outside of the applicable

range for the light source (analagous to the aliasing problem dis-
cussed earlier with environment maps). The implementation of an
approach such as this would depend on the representation of the
area light source.

Finally, we acknowledge that even with some considerations
for aliasing such as downsampling an environment map, there is
still the possibility of aliasing issues if all of the object has not
been sampled well. Texture synthesis, such as Perlin noise, could
be one way to fill in the missing information and present an ac-
ceptable rendering. Another option would be to capture the object
twice, the first time using backscattering, and the second time us-
ing a more general illumination configuration that could be used
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to provide missing information about the specular reflectance.

Conclusions
Environment map based lighting has many advantages for

cultural heritage imaging applications. Its use allows almost total
flexibility in how artifacts are lit, and it provides museum photog-
raphers, curators, and exhibit designers with a powerful tool that
can be used to consider an object in the museum’s collection under
a wide variety of illumination conditions. This paper has demon-
strated how a particular type of image-based relighting can be ex-
tended to include environment map based lighting without chang-
ing the method’s underlying simplicity. The results suggest that
camera mounted flash photography can be used once to document
an object and that new images under novel lighting schemes can
be obtained at any time using the original photographic set and
the environment mapped based relighting techniques described in
this paper.
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