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Abstract 

TF*IDF (term frequency times inverse document frequency) is a 
common metric used to automatically discover keywords in 
documents for use in classification and other text processing 
applications. We are interested in determining whether these 
measures can help in determining the most relevant sentences for 
summarization and classification purposes.  However, there are 
many ways to define TF*IDF, and to date no attempt to 
relatively—and systematically—gauge the value of these different 
forms has been performed. We investigate a comprehensive family 
of 112 TF*IDF measures (corresponding to an a priori estimate of 
20 degrees of freedom among these measures) applied to 3000 
CNN articles belonging in 12 classes such as Business, Sport, and 
World.  The assumption is that at least some sets of these measures 
must be effective for document summarization and classification. 
The goal is to identify the summaries provided by TF*IDF 
measures that best match human generated summaries as well as 
find effective TF*IDF definitions for classification purposes. 

.Introduction  

The general principle of using relatively rare terms to identify 
a document extends back several decades. [1]. One popular method 
of identifying these relatively rare terms is the term frequency times 
the inverse of the document frequency, or TF*IDF. The TF*IDF 
measurement increases for a given document in proportion to the 
specific term’s occurrence therein, and inversely proportionate to its 
occurrence in other documents. All of which make sense – in the 
limit a term, such as a neologism, that only occurs in one document 
is a perfect query or indexing term for that document. However, 
TF*IDF has at least 112 mathematical formulations, and to date no 
one has determined which is optimal for a given corpus, or how 
much the performance of these different incarnations of the TF*IDF 
varies. 

 We aim to change this in this paper. We define a family 
of 112 TF*IDF measures and consider their utility for 
summarization and classification of a ground-truthed set of 
documents organized into 12 classes.  This comprehensive study is 
used to identify which paired combinations of 8 different TF and 14 
different IDF formulations (meaning there are 7 degrees of freedom 
for TF and 13 degrees of freedom for IDF) are likely to be useful for 
these two distinct archiving tasks (summarization and 
classification). In so doing, we provide insight into the nature of 
term rareness for the automation of corpus tagging and usability 
throughout its life cycle. 

 
TF*IDF 
Automatic keyword extraction is a common goal for 

information retrieval and query formation. Many have run 
experiments using less structured or diverse document collections 
such as emails and webpages [2, 3, 4]. Of the many approaches 

available, TF*IDF (Term Frequency x Inverse Document 
Frequency) [5, 6, 7, 8] is commonly used in information retrieval 
and classification tasks [9, 10, 11]. As mentioned above, we have 
defined a total of 112 TF*IDF equations created by using a 
combination of 14 inverse document frequency equations for each 
of 8 term document frequency equations. These were computed for 
3000 CNN articles. For this paper, we focus on determining the 
effectiveness of using the set of TF*IDF measures on all sentences 
in the CNN file and then, separately, the ground-truthed Gold 
Standard sentences. Table 1 shows a breakdown of the 8 term 
frequency (TF) measures while Table 2 shows the 14 inverse 
document frequency (IDF) measures. To build a measure, we 
multiply one of the TF measures by one of the IDF equations. For 
example, the Power-Mean measure would be implemented as shown 
in Equation 1. 

 
�𝑤𝑤𝑖𝑖,𝑗𝑗�

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∗  𝑁𝑁 − 1 𝑤𝑤𝑖𝑖,𝑛𝑛�                           (1) 
                             
An experiment consists of preprocessing each document and 

creating an input stream for each article. We create a stream of 
tokens composed of individual words using the sharpNLP [12] C# 
open source project. The stream is then converted into a bag of 
words consisting of stemmed words from each sentence with stop 
words removed. We then calculate a measure for each sentence by 
summing the values of TF*IDF measures for each stemmed word 
found in the sentence.  
 
Table 1: TF Equations Used in Experiments 

 
 

 TF Name TF Numerator 

1 Power �𝑤𝑤𝑖𝑖,𝑗𝑗�
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 

2 Mean 𝑤𝑤𝑖𝑖,𝑗𝑗 

3 NormLog 1 + log2�𝑤𝑤𝑖𝑖,𝑗𝑗�
log2(𝑘𝑘)�  

4 Log 1 + log2�𝑤𝑤𝑖𝑖,𝑗𝑗� 

5 NormLogs 1 + log2�𝑤𝑤𝑖𝑖,𝑗𝑗�
log 2

𝐿𝐿𝑃𝑃𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑃𝑃
(𝑘𝑘) �  

𝐼𝐼𝐼𝐼 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ≥ 𝑀𝑀𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 
 

1 + log2�𝑤𝑤𝑖𝑖,𝑗𝑗�
log2(𝑘𝑘)�  

𝐼𝐼𝐼𝐼 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 < 𝑀𝑀𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 
6 NormMean 𝑤𝑤𝑖𝑖,𝑗𝑗

𝑘𝑘�  

7 NormPower �𝑤𝑤𝑖𝑖,𝑗𝑗�
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑘𝑘𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
�  

8 NormPowers �𝑤𝑤𝑖𝑖,𝑗𝑗�
𝑊𝑊𝑃𝑃𝑃𝑃𝑊𝑊𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

𝑘𝑘𝐷𝐷𝑃𝑃𝐷𝐷𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
�  

21ARCHIVING 2016 FINAL PROGRAM AND PROCEEDINGS

DOI: 10.2352/issn.2168-3204.2016.1.0.21



 

 

Table 2: IDF Equations Used in Experiments. 

 IDF Name IDF Denominator 

1 NormLogsOfSums log 2
𝐿𝐿𝑃𝑃𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑃𝑃

�∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1 �

1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛�
    

 
          if LogRatio ≥ MinLogRatio 
 
log2�∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1

𝑗𝑗=1 �
1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛�
�   

        if LogRatio < MinLogRatio 

2 NormSumsOfLogs log 2
𝐿𝐿𝑃𝑃𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑖𝑖𝑃𝑃

�∑ �𝑘𝑘𝑗𝑗�𝑁𝑁−1
𝑗𝑗=1 �

�∑ �1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛��𝑁𝑁−1
𝑛𝑛=1 � 

  

 

𝐼𝐼𝐼𝐼 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ≥ 𝑀𝑀𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 
 

log2�∑ �𝑘𝑘𝑗𝑗�𝑁𝑁−1
𝑗𝑗=1 �

�∑ �1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛��𝑁𝑁−1
𝑛𝑛=1 �          

  

 

𝐼𝐼𝐼𝐼 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 < 𝑀𝑀𝐿𝐿𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 
3 

SumOfPowers 
𝑁𝑁 − 1

∑ ��𝑤𝑤𝑖𝑖,𝑛𝑛�
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�𝑁𝑁−1

𝑛𝑛=1
�  

4 
PowerOfSums 

𝑁𝑁 − 1
�𝑤𝑤𝑖𝑖,𝑛𝑛�

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�  

5 Mean 𝑁𝑁 − 1 𝑤𝑤𝑖𝑖,𝑛𝑛�  

6 NormSumOfLogs ∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1

∑ �1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛��𝑁𝑁−1
𝑛𝑛=1

�  

7 NormLogOfSums ∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1

1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛�
�  

8 NormSumOfPowers ∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1

∑ �𝑤𝑤𝑖𝑖,𝑛𝑛�
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁−1

𝑛𝑛=1
�  

9 NormSumsOfPowers ∑ �𝑘𝑘𝑗𝑗�𝑁𝑁−1
𝑗𝑗=1

𝐷𝐷𝑃𝑃𝐷𝐷𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

∑ ��𝑤𝑤𝑖𝑖,𝑛𝑛�
𝑊𝑊𝑃𝑃𝑃𝑃𝑊𝑊𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�𝑁𝑁−1

𝑛𝑛=1

 

10 SumOfLogs 𝑁𝑁 − 1
∑ �1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛��𝑁𝑁−1
𝑛𝑛=1

�  

11 LogOfSums 𝑁𝑁 − 1
1 + log2�𝑤𝑤𝑖𝑖,𝑛𝑛��  

12 NormMean ∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1 𝑤𝑤𝑖𝑖,𝑛𝑛

�  

13 NormPowerOfSums ∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1

�𝑤𝑤𝑖𝑖,𝑛𝑛�
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃�  

14 NormPowersOfSums �∑ 𝑘𝑘𝑗𝑗𝑁𝑁−1
𝑗𝑗=1 �

𝐷𝐷𝑃𝑃𝐷𝐷𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

�𝑤𝑤𝑖𝑖,𝑛𝑛�
𝑊𝑊𝑃𝑃𝑃𝑃𝑊𝑊𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃  

Where: 

i =current word 

j = current document 

k = total words in document j 

n = total words in other than current document  

N = total number of documents in the corpus 

wi,j  = number of occurrences of word i  in document j. 

wi,n = word occurrences of word i in other documents. 

ni = number of documents in which i occurs. 

LogRatio = ratio of log for individual word to log for 

document  length 

MinLogRatio = user settable minimum for LogRatio 

WordPower & DocPower = adjustable value, we used 2 in our 

 experiments. 
 

 In this paper, we will report on summarization and classification 
results using these 112 TF*IDF with an emphasis on identifying 
which combinations of TF and IDF formulations (of  8 and 14, 
respectively) might be the most useful for these two distinct 
archiving tasks (summarization and classification). Using the 
relative difference of these measures, and their overall 
effectiveness, we are looking to provide insight into the nature of 
term rareness for the automation of corpus tagging and corpus 
usability throughout its life cycle.    
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