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Abstract
Recently, many big libraries all over the world have been

scanning their collections to make them publicly available and
to preserve historical documents. We present a modular software
system which can be used as a tool for semi-automatical process-
ing of historical handwritten Arabic documents. The development
of this system is part of the HADARA project which aims for his-
torical document analysis of Arabic manuscripts and consists of
a project team including engineers and computer scientists but
also users such as linguists and historians. The HADARA system
is designed to support script and content analysis, identification,
and classification of historical Arabic documents. The system has
been created following an iterative development approach, and
the current version assists the user in an interactive and partially
already in an automatic manner. In this paper, a system overview
is given and the first modules are presented which support the
annotation of a scanned manuscript in a semi-automatic manner.
They comprise page layout analysis, text line segmentation, and
transcription. Word spotting is the first application implemented
in the HADARA system and its concept is outlined in this paper.

Introduction
Nowadays, there is a trend to digitize printed or handwrit-

ten historical documents in many big libraries all over the world.
Scanned images are published on library websites after manually
adding metadata information. This information provides the abil-
ity to search for a specific document in a large database. Unfortu-
nately, searching through the content of a document is not possible
as long as the content itself is not digitally available in a textual
form. However, a manual transcription requires large efforts in
terms of time and costs. To overcome these limitations computer
scientists and researchers in the field of document analysis and
recognition develop algoritms for an automatic transcription of
scanned historical documents or at least to support specific parts
of this task. Pattern recognition methods, such as automatic text
recognition or word spotting, are employed for this purpose.

On the one hand, large scale digitization projects are un-
derway at most big libraries and even private companies (e. g.,
Million Book Project [1] or Google Book Search [2]) to preserve
paper documents in digital format. On the other hand, many re-
searchers all over the world work on projects for historical doc-
ument processing and recognition, as can be seen at conferences
like ICDAR [3] , ICFHR [4], or DAS [5], workshops like HIP [6],
and research projects like IMPACT [7]. The cooperation of ex-

Figure 1. Example pages of a scanned Arabic handwritten book with side

notes1

perts from digitization projects and researchers from the field of
document analysis and recognition is gaining importance. For
example, the very time consuming and expensive task of the gen-
eration of training data for recognition tasks can benefit from co-
operation of librarians and computer scientists.

Typical pages of an Arabic handwritten book written in the
18th century (the text dates back to the 12th century) are shown in
Figure 1. In the center of each page the main body text is written,
additionally comments and remarks are written on the page bor-
ders. These are added usually neither from the same writer nor
from the same period as the main body text. This example shows
one of the major problems for interpretation of historical Arabic
manuscripts. An overview about the challenges of historical doc-
ument processing is given in [8].

The HADARA project team consists of scientists from signal
processing, computer science, science of history, and linguistics.
The diversity inside this group ensures that the different needs
of the involved areas of expertise are respected during the whole
development process. The core of the HADARA system con-
sists of an easy-to-use historical document processing tool chain

1Scan provided by the Damascene family library Refaiya at the Uni-
versity Library in Leipzig, Germany, Website: http://www.refaiya.uni-
leipzig.de/
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Figure 2. Overview of the HADARA system

that allows to process digitized historical documents, and to per-
form search queries on them. The system is not only intended
to be used by librarians, e. g., to assign metadata to scanned
manuscripts or to annotate and transcribe the content, but also by
historians to systematically process and index historical Arabic
manuscripts. Besides dealing with handwritten documents and
Arabic language, a further characteristic of the HADARA sys-
tem is its mobility and compactness. This characteristic is accom-
plished by using a mobile scanning device [9] for digitizing rare
books in small private libraries and implementing an easy-to-use
graphical user interface (GUI) which is user-friendly and easy to
handle after a short training period.

Furthermore, it is important to mention that the presented
system can generally be used for any language and alphabet, for
handwritten as well as printed text. Indeed, our system targets
handwritten Arabic documents, revealing specifics such as con-
nected characters, varying classes of dots, and diacritical signs.
However, it is also able to handle left-to-right languages and al-
phabets that do not need these special treatments, like Latin char-
acter alphabets.

The paper is organized as follows: The next section gives
an overview of the HADARA system. Some modules supporting
the important annotation step are then described in the subsequent
sections: automatic page layout analysis, text line segmentation,
and semi-automatic transcription. Consecutively, word spotting
is discussed as a first application that makes use of the HADARA
system framework. Finally, the paper ends with concluding re-
marks.

System Overview
The block diagram of Figure 2 gives an overview of the

HADARA system. Scanned documents, in our case Arabic
manuscripts, are manually attached with corresponding metadata
and stored in a database. These data are used and modified by
the main components of the system, divided into the two blocks
Processing and Applications. In the following, some aspects of
the system are discussed in detail.

A first important component of the system is the data for-
mat used to store all data of each document during different levels

Figure 3. Graphical user interface of the HADARA system showing the

annotation step

of processing. To allow both flexibility and the possibility to ex-
change data easily, we use an XML format based on standards
used by many groups in this field. The metadata, for example, are
stored in a format derived from EUROPEANA [10] and Dublin
Core [11], but extended to deal with typical information of Ara-
bic manuscripts.

The processing block consists of several processing steps,
e. g., image preprocessing and annotation. Each step can be done
manually or automatically and is realized by one or more mod-
ules. The first step handles the preprocessing of page images with
modules such as noise reduction and binarization. The prepro-
cessing step is required by most of the automatic processing steps.
The second processing step is the annotation comprising segmen-
tation and transcription modules. A basic segmentation is realized
by a page layout analysis (PLA) module that extracts the logical
structure of a page followed by a text line and word segmentation
module that extracts lines and words out of text block segments.
This segmentation is a necessary as additional preprocessing for
most subsequent automatic applications. Transcription modules
provide a symbolic representation of text shown on the scanned
images. The automatic transcription of scanned manuscripts is
called handwriting recognition.

The applications block shows different applications already
implemented or planned to be implemented in the HADARA sys-
tem. The simplest application is data retrieval using the metadata
linked to any scanned manuscript to search for a specific docu-
ment and show the corresponding scans to the user. A word spot-
ting application supports researchers seeking for specific words
in a document even without a transcription available. The origin
identification is another application researchers are interested in
with the goal to identify the writer, region, or time a manuscript
originates. The most challenging applications are codicology and
paleography which need text images and corresponding transcrip-
tions. These applications comprise the study of features like
marginalia, glosses, ownership inscriptions, and aspects of dec-
oration.

The annotation step and all applications may run with differ-
ent levels of automation. The goal of the HADARA project is to
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implement step by step more and more modules that support au-
tomatic processing. To use the system during the processing with
different levels of automation, the graphical user interface (GUI)
plays an important role. Figure 3 shows a screen shot of the GUI
during the interactive annotation step. A page image is shown, in
which segmented text lines can be selected and transcribed using
the input fields at the bottom. In case of Arabic text, an auto-
matically converted ASCII representation is displayed as alterna-
tive transcription readable to users who are not capable of reading
Arabic characters. Left-to-right and other right-to-left languages
are also supported by the input field for the transcription.

With the help of the GUI most processing steps may be done
interactively or automatically. The verification of processing steps
and interactive testing of automatic modules are additional tools
provided by the GUI to support researchers working with histor-
ical documents. The more applications are supported by auto-
matic modules like text recognition or word spotting the easier
and faster a researcher’s task can be addressed.

In the following, we present in some detail modules of auto-
matic or semi-automatic approaches for page layout analysis, text
line segmentation, transcription, and word spotting.

Processing: Page Layout Analysis
Figure 1 shows one of the typical problems of historical Ara-

bic manuscript processing: Many text blocks in different orienta-
tion are written on the same page. Automatic processing of such a
page needs the separation of different text blocks from each other.
This is one of the tasks of page layout analysis. Different ap-
proaches are published to solve this problem. Some try to extract
each single text block of a document page [12], while others try to
separate the main body text from all the additional text and other
content located on page margins. A method based on the latter
approach is presented below.

Scholars tended to add notes on page margins mainly be-
cause paper was an expensive material (see Figure 1). These
notes, which are also known as side notes, might contain im-
portant information for professionals and they were not written
by the same writer of the main body text. Extracting side notes
is a step of great importance for other steps in the segmenta-
tion pipeline, e. g., text-line extraction algorithms which assume
clean page margins [13, 14] and, therefore, require extracted text
blocks. We suggest a connected component-based method that
reliably classifies each component to one of the two text classes,
main body or side note.

Our method trains a classifier to distinguish between the
classes by exploiting simple features, yet representative and dis-
tinguishable, from connected components. As it is already known,
parameter tuning is a real challenge for machine learning tech-
niques. In this work we use the AutoMLP classifier [15] which is
a self-tunable neural network to adjust both the learning rate and
the number of nodes in the hidden layer. The generation of the
classifier combines ideas from genetic algorithms and stochastic
optimization. It maintains a small ensemble of networks that are
trained in parallel with different learning rates and different num-
bers of hidden nodes. After a small number of iterations, the error
rate is determined on an internal validation set and the worst per-
formers are replaced with copies of the best networks, modified to
have different numbers of hidden nodes and learning rates. This
process is repeated until a specific threshold on the error rate is

(a) (b)
Figure 4. In dark letters: (a) Coarse classification (b) final classification

after the refinement step

reached.
We have divided our features into two main categories, com-

ponent shape and component context features. We use the raw
shape of components as one of the main features. Additional
characteristics of an individual component are also used such as
height, area, relative distance and orientation. The orientation of
a connected component is calculated with respect to its neighbor-
hood. We apply a projection profile on the considered neighbor-
hood in 12 directions. A robustness measure is computed for each
profile and the angle that corresponds to the most robust profile is
chosen as the connected component orientation. The robustness
is computed as

s =
1
N

N

∑
n=1

(y(n)h − y(n)l ), (1)

where N is the number of peaks found in the profile, y(n)h is

the value of the n-th peak, and y(n)l is the value of the highest val-
ley around the n-th peak. In addition, we exploit the neighborhood
of each component as we believe that it incorporates important in-
formation about density and regularity of text. To further improve
the reliability of the context features, one can compute a precise
neighborhood dimension using evolution maps as in [16].

At this level of the algorithm the classifier produces a coarse
segmentation (see Figure 4(a)). We refine the classification of
each component by employing weighted nearest neighbor (NN)
analysis for its neighborhood (see Figure 4(b)). Several neigh-
borhood dimensions were examined in order to determine the op-
timal dimensions. It is important to emphasize that we do not
calculate new weights, but we rather use the class probabilities of
each component which were already computed during the coarse
classification phase.

For evaluation purposes we have manually generated a pixel-
based ground truth. We calculate the classification accuracy for
main body text and side notes separately (see Table 1). By
combining precision and recall values, the F-measure depicts the
classification accuracy adequately. Therefore, we adopt the F-
measure in the evaluation process. For side notes, a classifica-
tion accuracy of 95 % has been achieved. The refining step im-
proves the algorithm accuracy, but it might fail in border regions
where both main body text and side notes overlap or touch one
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Table 1. Performance evaluation of our page layout analysis
method for both main body and side note text for different
post-processing window sizes

Main Body Side Notes
Window Size F-Measure (%) F-Measure (%)

50 91.37 90.74
100 94.34 93.93
150 95.02 94.68
200 94.65 94.22
250 93.91 93.35

another. For further details considering different parts of the al-
gorithm please refer to the original paper [17].

Processing: Text Line Segmentation
The segmentation of a text block into text lines is another re-

quired step towards automatic text recognition. Text line segmen-
tation in many cases is a simple task easy to be performed using
projection methods [18]. These methods often fail particularly for
historical handwritten documents due to background noise (e. g.,
caused by paper aging) and skewed curved text lines [19] as can
be seen in Figure 5. Additionally, in case of Arabic manuscripts
we have to deal with segmentation problems caused by diacritics,
overlapping characters, connecting text lines, and different char-
acter sizes even in text blocks on the same page.

To solve some of these problems we have integrated different
text line segmentation modules into the HADARA system [13].
A very promising approach is based on connected components.
To get an image with connected components of the handwritten
text an optimized binarization approach (e. g., [20], [21], [22]) fol-
lowed by a subsequent connected components detection is used.
Instead of processing all black pixels of a binary image, only the
centers of gravity of each connected component are taken into ac-
count. The 10 % smallest and largest components, respectively,
are disregarded while a projection of the centers of gravity on the
vertical axis is applied. The resulting projection profile is low-
pass filtered. Maxima of this profile are assumed to represent
centers of text lines. Finally, all connected components of the
text block are assigned to the line to which they have the lowest
vertical distance.

In Figure 5, segmented text lines are illustrated using alter-
nating colors. Even in overlapping and slightly curved lines this
approach detects the correct line boundaries and assigns most of
the diacritics to the correct line. Errors still happen especially in
case of touching objects from neighboring lines. The results of the
text line segmentation can be used as a basis for a more granular
segmentation into words, graphemes, and characters if needed.

Processing: Semi-Automatic Transcription
Text block and text line segmentation are prerequisites for

the transcription task. The transcription is performed line by line.
Doing it manually is a very time consuming and error-prone task.
Automatic Arabic handwriting recognition is a research field to-
day which can be very helpful in supporting the transcription pro-
cess. Many approaches have been published recently for hand-
written Arabic word or even text recognition [23]. But still a uni-
versal recognizer, especially for historical manuscripts, does not
exist. Main problems are the knowledge of the vocabulary (words

(a) (b)
Figure 5. Example text line segmentation with (a) showing a part of a

scanned page image and (b) the respective segmented text lines

that appear in the text) and of the specific writing styles used in the
manuscript to recognize. Therefore, the development of a recog-
nizer for historical Arabic manuscripts is an important task within
the HADARA project.

During the transcription process, textual transcriptions are
assigned to previously segmented text lines, words, or other enti-
ties. Corresponding pairs of word images and word transcriptions,
for example, can then be used by historians to analyze the text and
also to train or improve a recognizer for automatic text recogni-
tion. If the transcription of a document is already available but the
corresponding links to word locations in the document images are
missing, a transcription alignment as in [24] could be applied. Our
focus, however, are documents without available transcription.

To support the time-consuming transcription task, a strategy
for a semi-automatic transcription is shown in the block diagram
in Figure 6. After the scanning and preprocessing of a document
and if no previously trained recognizer is available, the process
begins with a manual transcription of a certain number of page
images. For this task, the HADARA system offers a tool which
guides through the transcription process, providing access to both
manual and semi-automatic modules. Additionally, there are au-
tomatic segmentation modules available to support this work. As
soon as a relevant amount of page images has manually been pro-
cessed and verified, the first training of a recognizer that employs,
e. g., hidden Markov models (HMMs) can be accomplished based
on this data. A next set of scanned document pages can then be
transcribed automatically using the trained recognizer, also fol-
lowed by a manual verification. To iteratively increase the recog-
nition accuracy, the recognizer is retrained using the extended data
set. This process continues until all page images are processed
and a fully annotated document is obtained. If a recognizer for
a specific font or writing style is already available at the begin-
ning of the transcription process, it can be employed to replace
the otherwise required manual transcription.

Application: Word Spotting
As mentioned before, handwritten text recognition espe-

cially of historical Arabic manuscripts is a research task that is
still widely unresolved today. Therefore, word spotting instead of
complete recognition of text has been proposed as an alternative.
Word spotting means the spotting of single words in document
images without knowledge of the underlying text. This technique
may be used for browsing, searching, or semi-automatic indexing
of scanned historical manuscripts.

Using word spotting, researchers can work on manuscripts
searching for certain words even without preceding segmentation
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Figure 6. A semi-automatic transcription process

and transcription steps. Different approaches have been devel-
oped during the last years. Learning-based methods that support
searching for a textual keyword can be used if enough training
data are available. In contrast, template-based methods require an
example image of the word being searched for, the template. No
prior training is needed but at least one template has to be found
and selected from the manuscript under investigation.

Another application of word spotting in historical documents
is grouping similar word images into separate clusters. Once such
a clustering of a manuscript exists, the number of words contained
in a cluster can be used as a cue for determining the importance of
the word in a document. For this purpose, highly frequent terms
of a language, such as ”the”, ”a”, ”an”, ”and”, ”of” for English,
are so-called stop words and discarded. All interesting clusters
with terms that are deemed important can then be manually anno-
tated which makes it possible to construct a partial index, which
links words to the locations where they occur. In case of historical
Arabic manuscripts with its cursive writing style, a word segmen-
tation is usually not satisfying. Instead, approaches using sliding
windows on whole text lines can be employed.

Into the HADARA system, some template-based approaches
have been integrated [25, 26, 27, 28]. First tests show encouraging
results on some typical Arabic manuscripts.

Conclusions
We presented a software system to process historical hand-

written Arabic documents with its data representation and user
interface being core components. The data format is based on
public standards and the user interface is developed together with
users to meet their expectations. We presented approaches for
page layout analysis and text line segmentation as important steps
for the automation of the annotation process. The concept of
semi-automatic transcription completes our system, on which ap-
plications can be built atop. Finally, word spotting is discussed
as example application that can be used for research on historical
Arabic documents.

The presented system is intended for being used by small
groups or libraries to support research projects on historical docu-
ments and in parallel collecting and annotating data to be used for
the training of recognition tasks. Next steps in this project are the
integration of a recognition module and the further optimization
of the system, its modules, and its user interface. We plan to make
the system available to the public eventually.
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