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Abstract

Data storage on photographic film has become a prospective
alternative for long-term digital archiving. The storage capacity
of such systems is strongly limited due to intersymbol interference
(ISI) which can be significantly reduced by using equalization. This
contribution presents two algorithms which jointly perform equal-
ization and demodulation for data storage on film with non-linear,
non-Gaussian, and amplitude-dependent characteristics. The per-
Sformance of both approaches is investigated by means of simulations
based on a realistic channel model.

1. Introduction

Long-term storage of digital data on photographic film materi-
als, such as microfilm or cinematographic film, is a promising ap-
proach for archiving of digital data, especially due to the high stabil-
ity of the medium itself. As an example, certain microfilms exhibit
estimated lifetimes of up to 500 years (cf., e.g., [1]). A further ad-
vantage is that corresponding reading devices can be constructed in
the future with acceptable effort [2].

In the past few years, this field of research has gained a high
amount of attention and detailed introductions to this technology are
provided in [3-5]. Recent publications deal, e.g., with error correc-
tion [3, 6, 7], signal and information processing [8], as well as stor-
age of audio data [9]. A current focus of research is data storage on
cinematographic film [2,10-12]. First approaches towards a channel
model for data storage on film are described in [13] and a completely
data-driven approach is presented in [14]. Although the underlying
physical principles are difficult to model and the two-dimensional
channel exhibits non-linear as well as non-Gaussian characteristics,
the channel model presented in [14] allows realistic simulations.
Due to the data-driven approach, this end-to-end channel model cov-
ers all system characteristics and models binary-modulated storage
channels for photographic film with good preciseness. Also, a soft-
output demodulator for digital data storage on photographic film is
presented in [14].

For digital data storage on photographic film we encounter a
two-dimensional storage channel whereby the maximum storage ca-
pacity is strongly limited due to intersymbol interference (ISI) [3,6].
In order to reduce the effects of ISI, it is highly reasonable to ap-
ply equalization. Two-dimensional equalization techniques have
been widely investigated for page-oriented optical memories, such
as holographic data storage systems (e.g., [15-17]). Also, two-
dimensional equalization has been investigated for magnetic data
storage, such as bit-patterned media (e.g., [18]). In this context, ad-
ditive white Gaussian noise (AWGN) and linearity are often assumed
and the equalizers may be highly adapted to the specific system prop-
erties. However, for digital data storage on photographic film ma-
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terials we encounter non-Gaussian amplitude-dependent noise and
non-linear channel characteristics [14].

In this paper, joint equalization/demodulation (JED) techniques
are presented which are specifically suitable for the read-out of dig-
ital data from photographic film. The first algorithm (referred to as
GED) is a JED which is based on Gaussian mixture models (GMMs)
and provides soft outputs. As opposed to the soft demodulation ap-
proach presented in [14], it also evaluates the environment of each
data point during the read-out process in order to reduce ISI. This
non-iterative approach is fully data-driven, i.e., the parameters of
the equalizer are obtained from a training process. The second algo-
rithm is a variant of the decision feedback equalizer (DFE), which
has been investigated in [15] for page-oriented optical memories.
For each iteration step, this iterative approach calculates estimates
of the received bits based on a known channel model and a set of
preceding estimates. In [15] AWGN and a linear channel model are
assumed. However, due to the non-linear and non-Gaussian charac-
teristics, certain modifications are required in this context to adapt
the DFE to the characteristics of photographic film. Therefore, a
numerical noise-free channel model is obtained from the channel
model suggested in [14] as a basis for the calculation of the updated
estimates within each iteration step. The performance of both al-
gorithms is investigated and also compared to the soft demodulator
presented in [14], showing that the influence of ISI is reduced and
thus higher storage capacity is gained.

This paper is organized as follows: The next section provides
an overview on digital data storage on photographic film, including
the write and read processes as well as a brief description of the
channel model. Section 3 is about JED and introduces the GED as
well as the DFE-based approach. A performance evaluation of the
suggested algorithms is provided in Section 4 and the paper ends
with a detailed set of conclusions (Section 5).

2. Data Storage on Photographic Film

The processing chain for storing digital data on photographic
film is shown in Figure 1 and basically consists of the write process,
the photographic film itself, as well as the read process (cf. also
[14]). Aim of the write process is to store an input bit sequence
u = {u,} of length N (with input bits u, € {0,1}) on the medium
film, such as microfilm (cf., e.g., [3]) or cinematographic film (cf.,
e.g., [2]). The read process serves to retrieve the digital data from the
medium film and delivers an output bit sequence v = {v,} of length
N (with output bits v, € {0,1}). For the investigations in this paper,
binary modulation is used according to the suggestions in [3,6]. The
following subsection describes the read and write processes followed
by a subsection dealing with the above-mentioned channel model.
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Figure 1.

2.1 Read and Write Processes

The write process comprises channel encoding, interleaving
(m), binary modulation, as well as laser exposure. At first, redun-
dancy is added to the input bit sequence u leading to the encoded
bit sequence X = {x}, X € {0,1}, of length M > N. Subsequent
interleaving followed by a 1D/2D conversion results in the / X J ma-
trix X as a two-dimensional structure with elements x; ; € {0,1},
i=12...,1, j=1,2,...,J, with i and j being the row and col-
umn indices of the data pattern. These bits are then binary mod-
ulated and finally exposed as data points on the photographic film
by means of a laser film recorder. The simulations in this paper
are based on the channel model parameters discussed in [14]. The
read process involves scanning and image processing, joint equaliza-
tion/demodulation (JED), 2D/1D conversion, deinterleaving (7r*1),
as well as channel decoding. After scanning and image processing
(cf., e.g., [8]), the normalized channel outputs y; ; € [0,1] contained
in the I x J matrix Y are available. These channel outputs subse-
quently serve as an input to the JED algorithms which produce either
log-likelihood ratios (LLRs) L; ; € R contained in the / x J matrix
L (for the GMM-based JED, referred to as GED) or estimated re-
ceived bits £; ; contained in X (for the decision feedback equalizer,
referred to as DFE). These values are translated into sequences {L;, }
or {£,}, respectively, of length M by means of a 2D/1D conversion
and a deinterleaver (ﬂ:’l). A channel decoder (cf., e.g., [7]) finally
delivers the output bit sequence v = {v,} of length N.

2.2 Channel Model

The channel model suggested in [14] serves to generate sim-
ulated channel outputs y;; according to the channel input bits
x;,j (the scope of this model is defined in Figure 1 by the dot-
ted box). For calculation of each simulated channel output y; j,
the corresponding channel input bit x; ; as well as jis-gight verti-
cal/horizontal and diagonal neighboring input bitsxil_, J—1
X1,y Xim 1 j 15 Xi jm U Xi jt 1 Xip 1 j— 15 Xi 1, Xi 1, j+ 1 }-ae€ regarded.
Thereby, it is assumed that the influence of further data points can
be neglected.

As a basis for the channel simujatioy, the conditional probabil-
ity density functions (PDFs) p (y|x;, re employed as described
in [14]. The simulated channel outputs y; ; are drawn as random
samples according to

M
By assuming rotational symmetric data points, the PDF can also
be expressed in terms of the number of exposed vertical/horizontal
neighbors ®; ; = (xj_y,; +x; j—1 + X j+1 +Xig1,;) € {0,1,2,3,4}
and the number of exposed diagonal neighbors ‘¥; ; = (x;— +
Xio1,j41 F Xip1j-1 + X1, j41) € {0,1,2,3,4} as p()’|xi,j
pOlxi,j, @i j, Wi j)-

Since the PDFs p(y|x, ®,¥) are not necessarily Gaussian!, they

i, ~ Pk,

'In order to simplify the mathematical notation, the indices (i, j) are omit-
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The processing chain (cf. also [14]) for digital data storage on film using binary modulation and joint equalization/demodulation (JED).

are approximated by means of Gaussian mixture models (GMMs)
[19] of orders K as

p(yfx, @, ) ~
K
k k k 2
kZl P;E,r%,\y't/’/ {y(k>?:“)§,c1)>,\1fv(c;£,<1)>,\y) } (@)
with normal distributions A4~ {y<k); )E_kq),_\l,, (G)Elg)’\y)z}, means
”)52,‘11’ variances (0)527\1,)2, and weights pi%ﬁq, (=X, pigly =1).

These GMM parameters are obtained by means of a training pro-
cess using the expectation maximization (EM) algorithm [20] and
the training data originating from real film samples, i.e., pseudoran-
dom data patterns with known bit constellations x; ;.

3. Joint Equalization/Demodulation

In this section, two algorithms for JED are introduced: the GED
(see Subsection 3.1) as well as the DFE-based approach (see Subsec-
tion 3.2).

3.1 GMM-based Equalization/Demodulation (GED)

For conventional soft demodulation, the LLRs are defined as

POl =1)P=1)

p(yx=0)-P(x=0)
with the natural logarithm 1 the a posteriori probabilities
P(x=1|y) and P(x = O|y), the—eonditional PDFs p(y|x = 1) and
p(y|x = 0), and the a priori probabilities P(x = 1) and P(x = 0)
(cf. [21,22]). Equal a priori probabilities P(x = 1) = P(x=0) = 0.5
yield the simplification

Lij=L(xly) = 2= 10) 3)

P(x=0ly)

Iy = POR=D)
Ll,j*L( |y) 1 p(y|x:0)

Since for data storage on photographic film the PDFs p(y|x = 1) and
p(y|x = 0) are typically non-Gaussian, a soft demodulator is sug-
gested in [14] with the PDFs p(y|x = 1) and p(y|x =0) being ap-
proximated by means of GMMs .

By extending the definition of y as

“)

y={»ny'} (5)

it is possible to also consider the channel outputs y* of neighboring
data points2 in equations (4) and (5) leading to

_ _ 1 POR=1
Lij = L(x|y) =In Py =0)

ted here and — if reasonable — also in the remainder of the paper:

2In this paper, we focus on the next vertical/hopfzontal and agonal
neighboring data points for the neighborhood (i.e., ¥ ;= y?j)A Hgwever,
note that — depending on the amount of intersymbol intgrference — ogher def-
initions of y;’ ; may be meaningful.

(6)
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This actually implements a soft joint equalizer/demodulator (JED)
which provides LLRs and simultaneously reduces ISI by performing
equalization.

Similar to the framework of the channel model, the two PDFs
p(ylx) for x =0 and x = 1 are approximated by means of GMMs
(which are trained based on real data using the EM algorithm) as

[Y
p(ylx) ~ Z Px.q '/(y§”x,q>zx,q) N
q=1

with orders Q and normal distributions .4 {y; I‘x,q72x,q}~ The
GMM parameters are denoted as i 1, (Mean vector), Xy 4 (full co-

variance matrix), and py 4 (weights) whereby Zg: 1Pxg=1

3.2 Decision Feedback Equalizer (DFE)

The decision feedback equalizer (DFE) as described in [15]
represents an iterative JED approach® which — in our context — basi-
cally works as follows:

1) Obtain the initial estimated received bits )253) € {0,1} by com-
paring the channel outputs y; ; € [0,1] to a fixed threshold.*
This corresponds to a simple hard decision.

(n) ¢ ()

2) Calculate the new estimated received bits £; ; from £; j
a known channel model at iteration step n).

and

3) Repeat step 2) for a desired number of iterations or until some
predefined stop criterion is fulfilled.

In [15] a linear channel model based on a convolution with a two-
dimensional impulse response and AWGN are assumed. As already
mentioned above, this is not appropriate for digital data storage on
film due to the underlying non-linear and non-Gaussian character-
istics. Accordingly, a modification of step 2) is needed, which is
described in the following.

In advance of steps 1)-3) and the above iterative procedure, for
all 50 combinations {x; ;,®; ;,'¥; ;} we compute and store

Fx, @) =3 j (xi j, @i j, Wi j) = E{ij|xij, @i j, Vi), (8)

which can be employed for arbitrary locations (i, j). Note that (8)
reflects a deterministic noise-free channel model and can be com-
puted, e.g., as mean values of the PDFs in (2).

The estimated bits )21(.'? at step n) are calculated as

0, if [px=0,0 " )y
_ < (n—1) g, (n—1
) <|y(x:1,c1>§f’j )7‘I’§f} ) =yl )

1, else

whereby the estimated number of exposed vertical and horizontal

neighboring data points at iteration step (f)g_"jf]) and @5371), re-
spectively, are obtained by evaluatin ).

3This specific DFE-based approach is referred to as a JED in this context

since it directly delivers estimated bits )?f';) for each iteration step n) and thus

jointly performs equalization and hard-decision demodulation.
4This threshold is determined by means of an initial training process.
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4. Performance Evaluation and Discussion

To evaluate the performance of the proposed JED algorithms,
several simulations have been carried out. The bit error rate (BER)
has been used to compare the GED with the DFE-based approach.
Soft demodulation (SD) as described in [14] serves as a further ref-
erence. In the following section, details about the simulation setup
are provided. The simulation results are discussed in Section 4.2.

4.1 Simulation Setup

The performance analysis is completely based on simulated
data. Therefore, the model and the corresponding parameters from
[14] have been employed. These parameters have been obtained
from an analysis of test patterns exposed by the Arche laser recorder
[9] at a grid space of d = 6 um.

Aside from the actual BER simulations, the equalizer GMMs
(7) for the GED have been trained whereby each training process
has been based on 25 data fields with 100 x 100 binary data points,
i.e., 250,000 training bits in total. These trained GMMs have been
used to generate estimated bits £; ; from a different set of data fields
(also 25 data fields with 100 x 100 binary data points) with known
bit constellations x; ;. Subsequently, the bit error rates p, have been
obtained as po = E{|x; ; — %; ;|} whereby E{-} denotes the expecta-
tion operator with £; ; calculated from the sign of the LLRs:

1, if L,'J <0
Xij= . 10)
0, else

4.2 Simulation Results and Discussion

The BERs for the JED algorithms can be observed in Table 1.
For SD and GED, GMM orders Q = 1 and Q = 2 have been investi-
gated. It is obvious on the first glance that compared to conventional
soft demodulation, the GED is able to significantly improve the BER
by more than one order of magnitude. Also, it can be observed that
higher GMM orders Q do not lead to significant improvements of
the BER.

However, when comparing the BER values at different GMM
orders please be aware that the GMM order Q may possibly affect
the quality of the LLR values. Also, the specific characteristics of
the actually employed film material (or a variation of the system
parameters) may also require larger values of Q. For SD, the BER
at Q =2 is even slightly higher compared to the BER at Q = 1. This
can be explained by numerical effects during the training and the
simulation processes. For a different set of training data — e.g., if an
alternative exposure device is used — this may actually be vice versa.
Note that in [14] the GMM orders Q have been selected in a way that
the resulting GMMs reasonably approximate the measured PDFs.

Also, the BERs for the DFE detector are given in Table 1 for
each iteration step n) from n =0 up to n = 5. The BER forn =0 is
obtained by means of thresholding within the initialization of the al-
gorithm. As expected, this BER is approximately equal to the BER
obtained by conventional soft demodulation for Q = 1. Only two
iteration steps are required to reduce the BER to values between
around 0.05% and 0.06%.

Both algorithms show good results and are able to reduce the
ISI and thus the BER. The DFE modified for the non-linear channel
encountered in data storage on photographic film leads to signifi-
cantly improved BERSs that are even lower than the resulting BERs
of the GED. However, it does not provide LLR values. Without such
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Table 1: Bit error rates (in percent) for the investigated algorithms.

|Iterationstepn|| 0 | 1 | 2 | 3 | 4 | 5 |
SD(g=1) 1.17

SD(0=2) 1.21 Algorithm is non-iterative

GED (0=1) [ 0.104

GED (0=2) [ 0.0904

DFE 1.17 [0.0824] 0.0564 | 0.05440.0552] 0.0544

soft information on the received bits, the decoding performance of
state-of-the-art channel decoders would be surely suboptimal.

5. Conclusions

In this paper, joint equalization/demodulation (JED) algorithms
for digital data storage on photographic film have been presented.
Due to the underlying non-Gaussian and non-linear channel char-
acteristics of such materials, advanced equalization techniques are
required. Two approaches have been suggested: The GMM-based
JED (GED) as well as a decision feedback equalizer (DFE). The
performance of these JED approaches has been evaluated using the
realistic channel model presented in [14].

It turns out from the simulations that the suggested JEDs per-
form significantly better compared to conventional soft demodula-
tion (SD) since the bit error rate (BER) can be reduced by more than
a magnitude. Regarding BER performance, the DFE outperforms
the GED. However, the specific DFE-based approach investigated
in this paper does not provide LLRs which are definitely required
for high-performance channel decoding. A further advantage of the
proposed GED is that it is non-iterative.

By employing JED, smaller grid spaces and thus increased stor-
age capacities are possible. Also, the reduced BERs may allow to
use channel codes with lower amounts of redundancy. Further re-
search focuses on smaller grid spaces and different film materials
(e.g., cinematographic film) although it is to be expected that higher
orders of the equalizer GMMs may be required. In this context,
also optimized forward error correction (FEC) decoding schemes
will be investigated. The proposed JED algorithms provide uni-
versal data-driven approaches which may also be applied to other
two-dimensional data storage technologies.
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